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1. Introduction

In 1999 a time capsule was sealed by the MIT Laboratory for Computer Sci-
ence (LCS) in honor to its 35 year anniversary. It was meant to be shut for
the next 35 years, unless a cryptography puzzle (LCS35 [1]) designed by Ron
Rivest, one of the creator of the widely used RSA [2] cryptosystem, is solved
earlier. The puzzle, finding w = 22t

(mod n) given t and n, was designed such
that the continuous calculation time would estimate to 35 years, whilst consid-
ering common chip speeds at that time and taking into account Moore’s law.
The only known way of finding w without knowledge about the factorization
of n is by t successive squarings. In 2015, the self-taught Belgian programmer
Bernard Fabrot dedicated a single CPU core of his home desktop computer
to solve this intrinsically sequential problem. After three-and-a-half years, 15
years earlier than expected, he finally completed the approximately 80 trillion
squaring operations and handed in the solution – “!!! Happy Birthday LCS
!!!”, just one month before another contestant completed his calculations.
The Cryptophage group approached the problem fundamentally different by
using specialized hardware: an FPGA that is configured to run only one spe-
cific hardware-implemented algorithm, which was about ten times faster than
a high-end consumer CPU, thus solving the puzzle in merely two months.
Rivest admitted that he has overestimated the difficulty of his puzzle, as pre-
dicting improvements in technology, let it be small performance gains or break-
throughs like FPGAs, is difficult on timescale this long.
In analogy the RSA cryptosystem, nowadays used by every single one of us in
our daily lives, founds its security on a similar problem, where the decryption
is only thought to be practically infeasible but not impossible. Rapid ad-
vances and breakthroughs in technology severely undermine this assumption
as demonstrated by the two different solutions to the LCS35 puzzle. Keep
in mind that some data needs to be kept secret for decades, e.g., banking,
healthcare or DNA data and a retrospective security breach in ten or twenty
years would disclose this confidential data.
The desire for a unconditionally secure cryptosystem leads us to the one-time
pad (OTP) [3], where every bit of a message is XORed with at least one
bit of a previously exchanged key. The OTP is proven to be information-
theoretically secure, given that the communicating parties already share a
fully random secret key. Such a key can be exchanged using quantum key dis-
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1. Introduction

tribution (QKD) [4–6], where in contrary to classical key distribution systems
like RSA [2] or Diffie–Hellman [7], the security is not based on mathematical
assumptions but only on quantum physical laws.
While the first QKD protocol, proposed by Charles Bennett and Gilles Bras-
sard in 1984 (BB84) [8], was experimentally realized in 1992 over a 32.5 cm
free-space link [9], QKD is nowadays demonstrated up to a fiber length of
421 km [10] and a satellite free-space link of 7600 km between China and Aus-
tria [11]. To achieve such distances, the Micius satellite acted as a trusted
relay, i.e., two ground stations exchanged a secret key over approximately
500 km with the satellite, which then publicly announces the XOR of both
keys in order to generate a mutual shared key. This 631 kg research satel-
lite did cost around $100 million to build and launch. On the other hand
projects using small (3L) and light (4kg) miniature satellites called CubeSats
exist [12, 13], substantially reducing the mission cost. Commercially available
products from ID Quantique [14] or Quantum CTek, able to exchange a secure
key using a fiber link up to 75 km, weight more than 10 kg and come assem-
bled in a 4U server rack (36 L). All these devices are not suitable for the usage
with CubeSats or even handheld operation, possibly deployed in compact and
mobile devices for cardless payment or authentication at ATMs.
Designing a polarization-encoded BB84 QKD sender for just these scenarios is
the goal of a current project in our group [15, 16]. The CubeSats, as well as
devices for handheld operation require for a light and small device featuring
low power consumption and a high mechanical robustness.
This master’s thesis is strongly focused on the design and testing of an elec-
tronics, extending the currently implemented protocol with decoy states. To be
able to electronically switch between signal and decoy states a suitable radio-
frequency switch and attenuation circuit has been chosen and incorporated.
In addition to that the communication interface was upgraded to USB3.0 en-
abling real-time key exchange, while at the same time granting a versatile
operation on 5V USB power. Finally, the sender electronics was programmed
and characterized.

This thesis is organized as follows: Chapter 2 introduces the theoretical foun-
dations quantum mechanics, classical cryptography and QKD. In chapter 3
the working principle of the electronics is explained and the most important
design choices are elaborated. Chapter 4 presents the results of the performed
characterization measurements followed by chapter 5, which provides a sum-
mary and discusses possible future improvements.
Additionally, Appendix A describes the used principles in PCB design and
Appendix B gives an in-depth discussion of the used integrated circuits and
the software developed for communicating with them.
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2. Theoretical principles

In this chapter we take a small historical excourse to recall some principles
of quantum mechanics (section 2.1) needed to model our experiment. Then
we discuss the basic theory of classical cryptography (section 2.2). This will
motivate the introduction of quantum key distribution (QKD) (section 2.3). In
the course of this, we get to know some QKD implementations (section 2.3.2)
and their vulnerabilities (section 2.3.3).

2.1. Quantum mechanics

Quantum mechanics1 was developed to describe phenomena that could not be
described via classical physics, e.g., the photoelectric effect, black body radia-
tion or observations in the Stern-Gerlach (SG) experiment [18].
In the latter, silver atoms get heated and then shot through a spatially varying
magnetic field, which is, without loss of generality, oriented in the z-direction.
Due to the magnetic moment of the silver atoms, they get deflected in a cor-
responding direction. Silver features only one electron in the outmost shell
whereas all contributions to the net angular momentum from the inner elec-
trons cancel. This electron is in the s-orbital and hence does not carry any
orbital angular momentum. Therefore, only the intrinsic spin of the outer
electron contributes to the net angular momentum. From a classical point of
view, this intrinsic spin can be seen as a “spinning ball” and as there is no
preferred orientation of this angular momentum, one would expect a contin-
uous spatial distribution of the silver atoms after the experiment. But when
the experiment is performed, we find two distinct spots on the detector.
This behavior can only be explained by quantum mechanics, treating the silver
atoms as neutral spin-1

2
particles. The state of the system can be described in

Dirac notation by a ket-vector |Ψ〉 that lies in a complex Hilbert space H [19].
The dimensionality of this vector space depends on the type of the observable
under consideration. In the SG case we consider only the spin described by the
operator Sz, featuring two eigenstates e1 = |↑〉 and e2 = |↓〉 with eigenvalues
λ1,2 = ±~

2
. In the case of such a two-level system (TLS), the Hilbert space

is two-dimensional. All other degrees of freedom, such as the position of the

1 The section largely follows [17, Ch. 1].
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2. Theoretical principles

particle, are neglected for the time being. For every ket |Ψ〉 there exists a
corresponding bra 〈Ψ|, which lives in a Hilbert space dual to the ket space.
In quantum mechanics, measurable physical quantities such as spin are called
observables and can be represented by operators A. In the case of a finite-
dimensional Hilbert space, such an operator is represented by a Hermitian
matrix. If a system is in an eigenstate |a〉 of the observable and we apply
the operator, we get the same state back but scaled with the corresponding
eigenvalue A |a〉 = a |a〉. In the SG case this yields

Sz |↑〉 = +
~

2
|↑〉 , (2.1a)

Sz |↓〉 = −~

2
|↓〉 . (2.1b)

The eigenvalues of a Hermitian operator A are real and the eigenstates of
A to different eigenvalues are orthogonal [17, ch 1.3]. When working with
normalized kets 〈a|a〉 = 1, it is easy to see that an operator can be spectrally
decomposed into its eigenstates and values as A =

∑
a a|a〉〈a|. Again, if we

look at the SG case

Sz =
2∑

i=1

λi |ei〉 〈ei| =
~

2

(
|↑〉〈↑| − |↓〉〈↓|

)
(2.2)

Sz |↑〉 =
~

2

(
|↑〉〈↑| − |↓〉〈↓|

)
|↑〉

=
~

2

(
|↑〉〈↑ | ↑〉 − |↓〉〈↓ | ↑〉

)

=
~

2

(
|↑〉 · 1 − |↓〉 · 0

)
= +

~

2
|↑〉

(2.3)

We can see that Equation 2.3 reproduces 2.1a and, analogously 2.1b. The
multiplication of operators X and Y is in general non-commutative:

XY 6= Y X (2.4)

and any state |ψ〉 can always be regarded as a superposition of two or more
states. If the states |φn〉 form a basis of the considered Hilbert space, we can
construct any desired state vector |ψ〉 in that space:

|ψ〉 =
∑

n

cn |φn〉 . (2.5)

If one considers (non-entangled) multipartite systems, one can express the
corresponding state using the tensor product

|ψ〉 = |↑〉1 ⊗ |↓〉2 (2.6)
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2.1. Quantum mechanics

where |↑〉1,2 is the state of system 1 or respectively 2. If a state requires the
superposition of these states and cannot be decomposed into a single tensor
product of the form Equation 2.6, the system is shown to be entangled.

2.1.1. Quantum measurements

According to P.A.M. Dirac [20, p. 36], a measurement may cause a jump in
the state of a quantum system owing to the disturbance introduced into the
system by the sole act of measuring an observable. Dirac also states that the
possible outcomes of the measurement are limited to the eigenvalues of the
measured operator. If we interpret a state |ψ〉 =

∑
a ca |a〉 as a superposition

(see Equation 2.5) of all eigenstates of the operator A, the measurement will
cause the system to jump to the corresponding eigenstate |a〉 of the measure-
ment result a. The coefficient ca of the superposition yields the probability for
such a measurement outcome

pa = |ca|2 =

∣∣∣∣∣
∑

a′

ca′ 〈a′|a〉
∣∣∣∣∣

2

=
∣∣∣ 〈ψ|a〉

∣∣∣
2
. (2.7)

We can now think of two consecutive SG devices both measuring Sz. Because
the SG experiment only considers a two-dimensional Hilbert space, there are
only two distinct results — our two spots — one with atoms jumped into the
state |↑〉 and the other one, where atoms collapsed into |↓〉. If we then send
only the |↑〉 atoms through another SG with the same orientation, there will
only be a single spot because the superposition we started from was destroyed
by the first measurement.
If we now replace the second SG measuring Sz with one that measures Sx (or
Sy), we get two spots again, in analogy with the previous result. Classically,
one could be tempted to interpret it as having atoms with the properties(

|↑〉Sz
, |↑〉Sx

)
and

(
|↑〉Sz

, |↓〉Sx

)
, respectively. But if we now take atoms

in one of those spots and send them through a third SG apparatus, again
measuring Sz, we find two distinct spots with both |↑〉 and |↓〉 atoms. Given
that we made sure only |↑〉 atoms enter the second SG, this seems contradictory.
This is a nice example of the uncertainty principle introduced by W. Heisenberg
in 1927, which asserts a fundamental limit to the precision which certain pairs
of observables can be co-measured. Because Sz does not commute with Sx, i.e.
[Sz, Sx] 6= 0, and we determined the spin in x-direction after the second SG
with very high probability, all information about the previous measurement of
Sz is destroyed.
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2. Theoretical principles

2.1.2. Quantum bit

The most fundamental component in digital communication is the bit, which
can have either the value 0 or 1. The quantum counterpart is called qubit
(quantum bit) [21], a TLS which features two orthogonal states |0〉 and |1〉.
To encode information onto the qubit, one can utilize any two orthogonal states
of the system. However, in contrast to the classical case, we are also able to
use a superposition |Q〉 = c0 · |0〉 + c1 · |1〉 of the two orthogonal states. If
we choose the coefficients c0 and c1 such that they fulfill |ci|2 = 1

2
, we can

construct two additional bases. Together they form three mutually conjugated
bases resembling the eigenstates of Sx, Sy and Sz, respectively.
A key aspect of qubits comes in handy if we want to communicate securely.
Due to the quantum nature of qubits, in general they cannot be duplicated [21].
The simplest approach of measuring and preparing the measured state mul-
tiple times will not work due to the effects introduced in section 2.1.1. More
sophisticated methods are forbidden by the no cloning theorem [19], which
states that there is no unitary operation U that clones the arbitrary state |ψ〉
of a first system onto a second system, i.e., that fulfills

U
(

|ψ〉 ⊗ |k〉
)

!
= |ψ〉 ⊗ |ψ〉 (2.8)

where |k〉 is the initial state of the second system. As stated above, any TLS
system can work as a qubit, so one can use different observables of underly-
ing physical systems. The most popular ones used in quantum computing or
quantum cryptography are, following [22],

• the current in a Josephson junction,

• the spin of a quantum dot,

• the spin of an atom,

• the polarization of photons.

The choice of implementation depends on what one wants to achieve. For ex-
ample, for storing quantum information one needs very long coherence times,
for a quantum processor one needs, besides other requirements, tunable cou-
pling between different qubits [22] and for communication one must be able to
physically transmit the qubit without high loss or decoherence.
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2.1. Quantum mechanics

2.1.3. Polarized light

Electromagnetic waves constitute the ideal carrier for quantum information
and are hence ideal for quantum communication tasks. In our case, we use the
polarization of light. Therefore, we will now introduce the basic properties of
light.

Polarization of classical waves With the help of Maxwell’s equations it
can be shown that an electromagnetic wave fulfills the following relations in
optically isotopic media [23].

~k ⊥ ~E, (2.9a)

~k ⊥ ~B, (2.9b)

~B ⊥ ~E. (2.9c)

Using this and assuming, without loss of generality, that ~k is oriented in the
z-direction, we can represent every plane wave via

~E(z, t) =




Ex0
cos(kz − wt)

Ey0
cos(kz − wt+ ϕ)

0


 , (2.10)

where Ex0
and Ey0

are the amplitudes of the electric field in x- and y-direction,
respectively. If we choose ϕ = n ·π we get the electric field of linearly polarized
light

~E(z, t) =



Ex0

±Ey0

0


 cos(kz − wt) = ~E0 cos(kz − wt), (2.11)

which is oriented in the ~E0 direction. If we choose ϕ = π
2

+ nπ and Ex0
=

Ey0
= E0, the resulting electric field is

~E(z, t) = E0




cos(kz − wt)
± sin(kz − wt)

0


 , (2.12)

where the x- and y-coordinates describe an orbit around the z-axis. This
special case is called circular polarized light. If we choose Ex0

6= Ey0
, we get

elliptical polarization, which is the most general case but can be decomposed
into linear and circular parts.

7



2. Theoretical principles

Polarization of photons A photon is polarized in analogy to the classical
electromagnetic wave. In general photons are spin-1 particles and one would
expect three different eigenvalues, however as they are massless and moving
with the speed of light, the eigenvalue zero is not present and only two eigen-
values are observed, which directly correspond to the polarization eigenvalues.
Hence, it is convenient to describe the particle with a spin-1

2
formalism.

The basis of the corresponding two-dimensional Hilbert space can be used arbi-
trarily. Typical choices are |H〉 , |V 〉 (horizontal, vertical); |L〉 , |R〉 (left, right
circular) and |P 〉 , |M〉 (plus, minus 45°). One often uses the Stokes vector to
describe the polarization state,

~S =




I
Q
U
V


 =




IH + IV

IH − IV

IP − IM

IR − IL


 , (2.13)

where I = IH + IV = IP + IM = IR + IL and, say, IH is the measured intensity
of H polarization. It is convenient to normalize the vector such that I = 1 by
dividing every entry by I.
To visualize the states we make use of the Poincaré sphere shown in Figure 2.1.

Figure 2.1.: An arbitrary state in the Poincaré sphere with ~S =
(1, −0.3, −0.5, 0.81). Q=±1 translates to H/V polarized, U=±1
corresponds to P/M polarized and V=±1 to R/L polarized
light.

8



2.1. Quantum mechanics

Since the introduced three bases span the same Hilbert space, one can ex-
press one in terms of the others,

|P 〉 =
1√
2

(
|H〉 + |V 〉

)
|M〉 =

1√
2

(
|H〉 − |V 〉

)
(2.14a)

|R〉 =
1√
2

(
|H〉 + i |V 〉

)
|L〉 =

1√
2

(
|H〉 − i |V 〉

)
(2.14b)

Degree of polarization If we want to express to what extent an electromag-
netic wave is polarized, we utilize

p =

√
Q2 + U2 + V 2

I
(2.15)

where p is the degree of polarization (DOP) ranging from zero to one. In the
Poincaré picture, the DOP is a measure for the distance from the pictured
state to the center of the sphere. The state shown in Figure 2.1 has a DOP of
one.

Quantum state tomography To determine the polarization state and its
DOP we use quantum state tomography (QST). A possible experimental setup
for measuring those quantities is illustrated in Figure 2.2.

QWP POL Lens DET

Figure 2.2.: Schematic of an experimental QST setup. A beam of unknown
polarization states is sent through a quarter wave plate (QWP)
followed by a polarizer (POL) and focused by a lens into any
intensity measurement device (DET).

In general, the required wave plate is made of a birefringent material, i.e.,
a material for which the refractive index differs for polarizations aligned along
the different axis of the crystal [23]. A phase shift dependent on the thickness
of the material is introduced between those certain perpendicular polariza-
tions. A quarter wave plate introduces a phase shift of ϕ = π

2
and according to

Equation 2.10 this results in elliptical polarization. If the axis of polarization
of the incident light is chosen as Θ = 45◦ to the optical axis of the material, we
get circularly polarized light (see 2.12), for linearly polarized incoming light.
A half wave plate, on the other hand, adds a ϕ = π phase shift and therefore

9



2. Theoretical principles

rotates linear polarization by 2Θ depending on the angle between the optical
axis and the polarization Θ. Elliptically polarized light is inverted in terms of
the light’s handedness. A polarizer (POL) filters light of a specific, typically
linear polarization by only transmitting this polarization and reflecting or ab-
sorbing every other.

Projection H V R L P M
QWP 0◦ 0◦ 0◦ 0◦ +45◦ +45◦

Polarizer 0◦ 90◦ +45◦ −45◦ +45◦ −45◦

Table 2.1.: Settings of QWP and polarizer angles resulting in a projection
to the corresponding polarization. Table taken from [24].

If we set the angles according to Table 2.1 we can project an unknown polar-
ization state onto any of the six basis vectors. From the measured intensities
IH, IV, ..., IL we can therefore calculate Q,U, V and p.

Measuring polarization states If we now take a look at the probability of
detecting |H〉 polarized photons, we project this incoming state onto all six
different basis states. Using Equation 2.7, 2.14a and 2.14b we get

PH =
∣∣∣ 〈H|H〉

∣∣∣
2

= 1 PV =
∣∣∣ 〈V |H〉

∣∣∣
2

= 0 (2.16a)

PP =
∣∣∣ 〈P |H〉

∣∣∣
2

PM =
∣∣∣ 〈M |H〉

∣∣∣
2

=
∣∣∣

1√
2

(〈H|H〉 + 〈V |H〉)
∣∣∣
2

=
∣∣∣

1√
2

(〈H|H〉 − 〈V |H〉)
∣∣∣
2

(2.16b)

= 0.5 = 0.5

PR =
∣∣∣ 〈R|H〉

∣∣∣
2

PL =
∣∣∣ 〈L|H〉

∣∣∣
2

=
∣∣∣

1√
2

(〈H|H〉 + i 〈V |H〉)
∣∣∣
2

=
∣∣∣

1√
2

(〈H|H〉 − i 〈V |H〉)
∣∣∣
2

(2.16c)

= 0.5 = 0.5

From this we can see that if and only if we measure in the right basis, we can be
certain about the outcome of the measurement. This is analogous to the case
discussed in section 2.1.1, where we have two successive Sz SG devices. The
first one projects an unknown state onto the Sz basis after which the second
apparatus is able to measure in the right basis, yielding only the exact result
every time.

10



2.2. Classical cryptography

Photon numbers In later sections we need to be able to estimate the number
of photons in a light pulse. A coherent state |α〉 resembles a state of a quan-
tum harmonic oscillator. The dynamics of such states behave similarly to the
classical harmonic oscillator. Such states with α = |α| eiϕ can be expressed,
using second quantization, in the basis of photon number states, where |n〉 is
the state containing n photons,

|α〉 = e−
|α|2

2

∞∑

n=0

αn

√
n!

|n〉 . (2.17)

The probability to detect n photons is given by

P (n) = |〈n|α〉|2 =

∣∣∣∣∣e
−

|α|2

2

∞∑

n′=0

αn′

√
n′!

〈n|n′〉
∣∣∣∣∣

2

=

∣∣∣∣∣e
−

|α|2

2

∞∑

n′=0

αn′

√
n′!
δn,n′

∣∣∣∣∣

2

= e−|α|2 |α|2n

n!
,

(2.18)

which is a Poissonian probability distribution with mean photon number µ =
|α|2. Therefore, we can express the state in terms of the mean photon number
by

|α〉 = |√µ eiϕ〉 . (2.19)

2.2. Classical cryptography

Cryptography (from Ancient Greek: kryptós “hidden, secret”; graphein “to
write”) is nowadays used in several different contexts like data integrity, au-
thentication and even anonymous currency. Nevertheless, the initial purpose
“to write hidden” from some third party is still its main goal. Two parties,
conventionally called Alice and Bob, want to communicate a message m with-
out revealing any information to an eavesdropper Eve.
To achieve this, we either have to prevent Eve from accessing the communica-
tion channel, or encrypt our message such that Eve cannot receive any usable
information despite listening to the channel. As one can imagine, it is not
the best practice to rely on an inherently secure channel, as the courier of the
message can always be intercepted by Eve. Therefore one often focuses on
the latter approach, where we have encryption E(m,Ke) = c and decryption
D(c,Kd) = m algorithms illustrated in Figure 2.3.

11



2. Theoretical principles

Figure 2.3.: Alice wants to send a message m to Bob. She encrypts m with
E(m, Ke) using the encryption key Ke to get the cipher c. She
then sends c via a potentially insecure channel to Bob. Bob
is able to decrypt the cipher with D(c, Kd) using his decryp-
tion key Kd. Eve can intercept the communication, but has no
means of decrypting the cipher without knowledge of Kd.

For our current discussion, it is not important which specific algorithms are
used, as long as they fulfill

m = D
(
E(m,Ke), Kd

)
. (2.20)

Such algorithms utilize a (secret) key K, where one differentiates between
symmetric Ke = Kd and asymmetric Ke 6= Kd cryptosystems. Generally,
one can argue that symmetrical systems such as the one-time pad [3] (OTP),
DES [26], AES [27], TwoFish [28] are simpler to implement and faster than
asymmetrical ones [29].
The OTP gives an example of providing information-theoretical security: the
cipher cannot be broken even if Eve has unlimited computing power. This is
achieved by using a one-time key which is at least as long as the sent message.
If the key is truly random and kept secret, there is no way an adversary can
retrieve the full message, as every message bit is encrypted with at least one
uniquely used key bit, therefore exhibiting no correlations to any other key
bit. For every possible message (sequence of plain text bits) of the given
length of the cipher there exists a key encrypting the message to the given
cipher. Therefore, without knowledge about the key, all plain text messages of
given length are equally probable. This comes at the cost of a long key length,
which other algorithms try to minimize while remaining as safe as possible.
In summary, symmetrical systems have the significant disadvantage of relying
on a (potentially long) shared secret key. This key cannot be transmitted
to Bob via the insecure channel because, without encryption, Eve has full
knowledge about the key and is therefore able to decrypt any sent ciphertext.
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2.2. Classical cryptography

Even worse, if Alice wants to communicate with multiple different parties, she
needs at least one key per party.

“The problem of distributing and managing keys is one of the re-
ally difficult parts of cryptography, for which we have only partial
solutions.” [30, p. 27].

One of these partial solutions is the widely used RSA [2] algorithm, which
is one of the first public key cryptosystems. It utilizes a key pair where
Kpublic = Ke 6= Kd = Kprivate and is therefore considered as an asymmetri-
cal algorithm. Such cryptosystems are mostly used for key distribution. Alice
first transmits a key Ksym 6= Kpub/priv via RSA securely to Bob. With this
key Ksym, a symmetrically encrypted conversation can be achieved (see TLS-
protocol [31]).
If Alice wants to communicate with Bob via RSA, she takes his publicly avail-
able key KBob

public, encrypts her message m = Ksym and sends the ciphertext
c = E(m,KBob

public) to Bob. If the private key KBob
private is kept secret, only Bob

can decrypt the original message. This statement holds only if we trust the
assumptions made in the security proof of RSA. The security of RSA is only
based on the infeasibility of solving the RSA problem, which in turn can be
reduced to an integer factorization problem [32]. It just takes a long time to
break the cipher instead of having information theoretical security.
At the time RSA was invented the authors recommended a key length of
n = 664bit but considered 265 bits as “moderately secure” [2]. In 1999 a 512
bit number was factorized [33]. A 768 bit number was factorized ten years
later [34], which is several thousand times harder than factoring the 512 bit
number.
They all reduced the RSA problem to a factorization problem but there is
no proof that this is the most efficient way. If some other algorithm is found
or if the factorization problem is solved faster, the security of RSA would be
compromised. Until now no classical algorithm is known to solve the problem
in O(nk), i.e., in polynomial time. However, in 1994 Peter Shor discovered a
quantum algorithm which solves the problem in O(log2(n)3) [35].
According to Häner et al. [36], one needs Nqubits = 2n + 2 fault-tolerant
qubits to implement Shor’s algorithm. With the recommended bitlength of
n = 3072 [37], we would need 6146 fault tolerant qubits available. But to-
day, even one of the most advanced Quantum Computers (e.g. Sycamore) by
Google features only 54 erroneous qubits [38]. Furthermore to provide fault
tolerance, error correction protocols have to be applied with an estimated over-
head of at least a factor of 20. Nevertheless this could lead to a retroactive
security breach if an attacker is able to store the messages for a long time and
simply delay decrypting it until a better algorithm or hardware is invented.
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2.3. Quantum key distribution

Quantum key distribution is a possible solution for the issue mentioned in the
previous section, i.e., sharing a secure key between sender and receiver. The
big advantage of QKD is that an attack from a third party can be detected due
to the principles discussed in section 2.1.1. If Eve tampers in any way with the
exchanged key, she will introduce errors resulting in a higher quantum bit error
ratio (QBER). From this quantity we can estimate the information possibly
leaked to an attacker.
Another important advantage is that Eve is forced to break the QKD system
in real time because after the key is exchanged there exists no record of what
was transmitted. The security of QKD does therefore not depend on any
mathematical assumptions or infeasible operations, but physical processes.

2.3.1. Basic concepts

For QKD, Alice and Bob have to extend their existing communication link by
a quantum channel (Figure 2.4), which can be realized by an optical fiber or
using a free-space link. While fiber-based systems have the advantage that the
rate of background detections is smaller, the signal is exponentially damped
with the distance of transmission. Whereas free-space transmissions undergo
a quadratic reduction due to the divergence of the optical beam. However, the
latter requires a line of sight, while fibers can still be utilized if the sight is
obstructed. Note that a authenticated classical channel is still needed for post
processing.

Figure 2.4.: The classical symmetrical cryptographic scheme in Figure 2.3
consisting of a classical channel (black arrow) and an encryption
algorithm (E, D) is extended by a quantum channel (red arrow)
for the initial distribution of the key (Ks).
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The quantum channel is used to establish the raw key, where the received
signals can contain some errors, which are introduced by an attacker, by dark
counts, by background light or due to other experimental imperfections. These
errors can be corrected via some error correction protocol (e.g., Cascade [39]
or LDPC [40]). After all errors have been detected and corrected, one executes
a privacy amplification protocol (see, e.g., [41],[42]), which effectively nullifies
any information Eve may have gotten into her hands during the quantum sig-
nal exchange or the classical communication. After a successful key exchange,
one continues with the purely classical steps described in section 2.2.
The biggest challenges of realizing QKD are noise and channel losses, leading
to practical QKD setups that achieve distances of approximately 100 km with
reasonable key rates through optical fibers. There are some demonstrations of
QKD links for distances over 400 km [10], but for a global secure communica-
tion one would need several thousand kilometers of range. Classical links have
similar problems with losses, though one can solve this problem with repeater
nodes, which refresh or amplify the signal. This method, however, cannot be
used for quantum communication due to the no cloning theorem.
Since the first QKD protocol was published in 1984 [8], various QKD protocols
emerged, each with different strengths and weaknesses. The next section will
give a brief overview of the categories those protocols can be assigned to and
discuss the protocol implemented in this work in depth.

2.3.2. QKD protocols

As stated in section 2.1.2, the physical implementation of a qubit varies de-
pending on the use case. All QKD protocols use electromagnetic waves as
their carrier because they are easy to transport from Alice to Bob and the
manipulation of their states is technologically feasible. There exist two main
categories for the technical implementation of QKD.

Discrete variable QKD
In DV-QKD, the information is encoded into a discrete variable such as a
two-level system. Within this class of protocols, different distinctions can be
made. One can differentiate between prepare-and-measure schemes, in which
the sender actively prepares the quantum state of the information carrier and
sends it to Bob, and entanglement-based schemes, in which Alice and Bob share
an entangled state, produced by either one of them or even a third party. If Al-
ice and Bob perform suitable measurements in corresponding bases, they can
create a random key. Examples for prepare-and-measure schemes for discrete
variable QKD are BB84 [8] and SARG04 [43]. The E91 protocol developed by
A. Ekert [44] is an example of an entanglement-based protocol.
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Another distinction of DV-QKD protocols can be made from the dimensional-
ity of the system used for encoding. Whereas protocols such as BB84, SARG04
and E91 are typically based on qubits, i.e., two-level systems, one can also re-
sort to higher dimensional systems and encode the information using, e.g., the
orbital angular momentum of light. Although the protocol might not depend
on the actual choice of used two-level system (polarization of light, phase, etc.),
some choices allow for further modifications of the scheme. For example, using
an encoding based on the phase of light permits to use a differential encoding
in subsequent pulses.

Continuous variable QKD
In CV-QKD, a continuous-variable, i.e., infinite dimensional system is used for
information encoding. For example, the quadratures of light can be used here.
Similar to DV-QKD protocols, also prepare-and-measure and entanglement-
based CV-QKD protocols exist. Possible distinctions for CV-QKD are between
coherent [45] and squeezed light [46], between a Gaussian modulation [45] and a
discrete modulation [47], between homodyne [45] and heterodyne detection [46]
or between direct [48] and reverse [49] reconciliation.

The security proofs of DV-QKD protocols are well understood, but as they
are often based on single photons one has to reliably create and measure those
quanta of light, which is quite hard to accomplish technically. CV-QKD pro-
tocols are able to utilize standard optical communication components used
by the industry. However their security proof is more challenging. All those
different protocol types are summarized and compared thoroughly in [6].

2.3.2.1. BB84

In this section we will discuss the BB84 [8] protocol in depth because it is used
in our experiment. It is the oldest QKD protocol and was proposed by Bennett
and Brassard in 1984. In general one could use every DOF of a photon, but
similar to the creators we chose the polarization for information encoding. The
protocol works as followed

1. For each signal Alice prepares a photon in a random basis and bit selec-
tion, illustrated in Figure 2.5. She could use any two of the three bases,
here we choose BX = {|H〉 , |V 〉} and BY = {|P 〉 , |M〉} where bit value
0 corresponds to |H〉 and |P 〉 and 1 to |V 〉 and |M〉, respectively.

2. For each signal, Bob performs a random basis selection and measures in
the corresponding basis BX or BY . The probability PS to measure any
state |S〉 given Alice sent, e.g., |H〉 is calculated using Equation 2.16a. If
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the photon was measured in the same basis as it was sent, the probability
to detect the actual polarization is PH = 1. But if the photon is measured
in the other basis, one can get both bit values with equal probability.

3. Bob reports whenever a signal (photon) was detected. Using this in-
formation, every bit where Bob did not detect anything is discarded by
Alice.

4. Alice and Bob publicly announce their choice of basis through an authen-
ticated classical channel and discard the polarization data that have been
en-/decoded in the wrong bases. This step is called basis reconciliation
and the remaining data is referred to the sifted key.

5. Both parties now choose a random sample of the sifted key and compare
them through the classical channel to compute the QBER = Nfalse/Ntotal.

6. A high QBER can indicate the presence of an attacker. Thus, if the
QBER is above a certain threshold, the key gets discarded and the pro-
tocol begins from step 1. Otherwise they proceed with classical post
processing.

Figure 2.5.: The four different states used in the polarization encoded BB84
protocol. The blue arrows belong to the BX basis, the red ones
respectively to the BY basis. As we can see both bases span
the same vector space.

17



2. Theoretical principles

To give an example of the promised security of the protocol one can think of the
most basic attack: Eve can measure the incoming qubit from Alice and send
another qubit prepared in the measured state to Bob. Due to Equation 2.16a,
this attack will inevitably introduce additional errors, which will be detected
by Alice and Bob in the process of basis reconciliation. Assuming random basis
choices of Alice, Bob and Eve, in Pe = 50% of cases Eve will pick the wrong
measurement basis. Because she prepares the qubit in the same basis as she
measured in, Bob will detect the right bit value in Pd = 50% of those cases.
The bits on Alice’s and Bob’s site will therefore differ with a Pe · Pd = 25%
probability. This increased QBER will reveal the presence of an attacker.
The unconditional security, even against more sophisticated attacks, was shown
by Shor and Preskill [50] where they take a detour via entanglement purifica-
tion, as do many QKD security proofs. Renner et al. [51] proves the security of
many QKD protocols based on information theoretic results. In those proofs
Eve is capable of doing everything physically possible without being limited to
current technology. Furthermore all errors in transmission and detection are
attributed to Eve. But they assume either a perfect detector or source of the
implementation. In real world applications this is impossible to achieve.
Moreover, these proofs are only valid if a single qubit is used to transmit the
information. Creating single photons is a technical challenge, as single-photon
sources often require cooling to temperatures below 10 Kelvin by a cryostat
and feature low repetition rates.
This is the reason why most DV-QKD experiments utilize weak coherent pulses
(WCP) with mean photon number µ < 1, which is achieved by simple atten-
uation of a laser. However, a small mean photon number does not guarantee
no multi-photon pulses. Even at µ = 0.5 there is a 10% chance of emitting
multiple photons (see Figure 2.6), due to the fact that the laser light will follow
Poissonian statistics, as discussed in section 2.1.3.
Such pulses would nullify discussed security proofs. Eve could intercept the

communication and use the so-called Photon Number Splitting (PNS) attack.
As the name suggests, Eve takes a multi-photon pulse and splits the photons.
One photon is sent to Alice, the other, containing the same information, is
stored by Eve. Pulses with only one photon can get blocked to increase Eve’s
information. After step 4 in the BB84 protocol, where the basis choices are
exchanged, Eve can measure the stored photons in the correct basis and obtain
full information about the key.
GLLP [5] (Gottesman, Lo, Lütkenhaus and Preskill) use the same approach as
Shor and Preskill [50] but consider the presence of multi-photon pulses. They
present two rate formulas, one for a theoretical maximum secure key rate, i.e.,
fraction of sifted key bits that can be extracted as secure key bits, using single
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2.3. Quantum key distribution

Figure 2.6.: Poissonian distribution plotted for four different mean photon
numbers µ = 0.1, 0.4, 1, 2. For µ < 1 most (≈ 60 %) of the send
states would be empty.

photons Rsingle and one for the implementation of WCP RGLLP

Rsingle = Rsifted · max

(
1 − 2H2(E), 0

)
(2.21a)

RGLLP = Rsifted · max

(
(1 − ∆) − fEC(E)H2(E) − (1 − ∆)H2

(
E

1 − ∆

)
, 0

)

(2.21b)

where Rsifted = frepqη is the sifted key rate achieved after basis reconciliation,
E is the QBER, fEC denotes the efficiency of error correction (typically in the
range of 1.22) and ∆ is the number of tagged bits (fraction of multi-photon
pulses emitted per detected pulse) with overall detection probability η and the
factor q accounting for the sift efficiency (q = 0.5 for symmetrical basis BB84),

∆ =
Pµ(n > 1)

ηPµ(n > 0)
. (2.22)
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Using Equation 2.21a, we can extract a maximum allowed QBER for secure
key exchange Emax = QBERmax ≈ 11 %. For comparing the performance of
the BB84 protocol implemented with single photons to the realization with
WCP evaluated with the GLLP method, we plot both Equation 2.21a and
2.21b over the loss 1 − η in Figure 2.7. There it becomes obvious that the
usage of the GLLP evaluation shows a drastically reduced secret key rate,
as the mean photon numbers have to be adjusted proportional to the overall
transmittance η, in order to guarantee a secure key.

2.3.2.2. Decoy states

GLLP showed how to transmit a secure key despite working with multi-photon
pulses. But, as shown in the previous section, it is not very efficient. Based
on the idea of Hwang [52], Lo et al. [53] proposed and proved the security of
the decoy state method. This approach allows unconditional security for most
of the experiments, using almost the same hardware.
The basic idea behind this method is that one does not only send pulses with
mean photon number µ, but Alice chooses randomly an intensity ν < µ, with
all other characteristics identical. If the intensities of a signal pulse (µ) and of
a decoy pulse (ν) chosen such that µ, ν < 1 typically µ = 0.5 and ν = 0.15,
Eve is not able to distinguish signal from decoy pulses and has to treat every
pulse equally.
If she executes a PNS attack, removing one photon from every multi-photon
pulse, the two different photon statistics of signal and decoy pulses get influ-
enced unequally as illustrated in Figure C.1 and Figure C.2. The two states
would undergo a different channel loss, therefore the PNS attack is revealed
to Alice and Bob and they can abort the key exchange.
In real-world QKD it is hard to measure those statistics, moreover aborting
the whole protocol after an attacker is detected is not efficient. That is why we
want to get an estimate of the information available to Eve. With this upper
bound we know to what extend we have to perform privacy amplification, to
guarantee a secure key.
The original paper of Hwang proposes multiple decoy states with νi, i ∈ N,
but Lo et al. [53] suggested the use of only a few decoy states. In particular,
they mention three states: the vacuum ν0 = 0, a weak decoy state ν1 ≪ 1
and the signal state with µ ≈ 1. As shown by Ma et al. [4], this decoy state
protocol allows to upper bound the information leaked to Eve. They present
a rate formula

Rdecoy = Rsifted ·
(

−QµfEC(Eµ)H2(Eµ) +Q1[1 −H2(e1)]
)

≥ Rsifted ·
(

−QµfEC(Eµ)H2(Eµ) +QL,ν,0
1 [1 −H2(e

U,ν,0
1 )]

)
,

(2.23)
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where Qi = Yi ·Pi is the gain of an i-photon state, consisting of the probability
to send such a state Pi times the yield Yi, which denotes the probability to
detect an i-photon state at Bob’s side. The overall gain of a pulse sent with
mean photon number µ is

Qµ =
∑

i

Qi = Ndet/Nsent · Pµ, (2.24)

where Pµ denotes the probability to send a state with brightness µ.
Note that Qµ is quite easy to calculate, but measuring Qi or the i-photon error
rate ei in a realistic experiment is hard to achieve with current technology, as
it would require to resolve the actual photon number in a single pulse. This is
why Ma et al. bounded those single photon quantities in Equation 2.23 using

Y1 ≥ Y L,ν,0
1 =

µ

µν − ν2

(
Qνe

ν −Qµe
µ ν

2

µ2
− µ2 − ν2

µ2
Y0

)
, (2.25a)

Q1 ≥ QL,ν,0
1 = µeµ · Y L,ν,0

1 , (2.25b)

e1 ≤ eU,ν,0
1 =

EνQνe
ν − e0Y0

Y L1,v,0
1 ν

. (2.25c)

It should be stressed that every quantity used in these estimations is experi-
mentally accessible. µ, ν are characterized by Alice before starting the proto-
col, Eµ,ν , Qµ,ν can be calculated in the basis reconciliation step and Y0, where
only the dark count and background events give a contribution, is available by
sending and measuring the vacuum state.
A comparison of the decoy protocol with the previously discussed methods is

shown in Figure 2.7. For high losses all graphs exhibits a kink, which can be
explained by an increasing QBER, due to the lower signal-to-noise ratio. As
the channel losses increase the signal strength is reduced, whereas contribu-
tions of background radiation or dark counts stay unchanged.
The data was simulated assuming background noise fbackground = 250 s−1, a
pulse repetition rate of frep = 100 MHz, a detector error of edet = 2 %, and a
fixed error correction efficiency of fEC(E) = 1.22. The values for dark counts
fdark = 50 s−1, detector efficiency ηdet = 0.9 and dead time tdead = 10 ns
are modeled after a typical superconducting nanowire single-photon detector
(SNSPD).
The single photon implementation shows positive key rates up to losses of
above −50 dB and the unoptimized (in respect to µ and ν) decoy state pro-
tocol performs similarly well up to −45 dB whereas the rates of the GLLP
method exhibit a much steeper decline and drop at approximately −25 dB.
For example, satellite-based QKD has to expect losses of above −40 dB [12],
for which the GLLP method does not allow for any secret key at all. On the
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Figure 2.7.: The rate formulas for the BB84 protocol Equation 2.21a (blue),
2.21b (orange) and 2.23 (green) evaluated for different losses.
For the GLLP data, the mean photon numbers are optimized
in respect to the losses to allow a fair comparison. The decoy
figures are derived with a fixed µ = 0.5 and ν = 0.15.

other hand, using the decoy method one is still able to generate a secure key,
despite dealing with multi-photon pulses.
Despite proven theoretically unconditional security we must be careful imple-
menting those protocols. The next section gives a brief summary on what
technical problems we have to keep an eye on.

2.3.3. QKD vulnerabilities

The previously discussed security proofs always relied on two assumptions:

1. Having an authenticated classical channel to work with.

2. Every other degree of freedom (DOF) not considered in the security proof
has to be identical for every state.
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If an implementation of QKD does not fulfill these requirements, the protocol
is vulnerable to several attacks and might leak information through a side
channel. In order to achieve maximal security, one assumes that Eve is not
limited in her technological means, but only by fundamental laws of nature.
Here we briefly discuss two attacks, a recent review of a variety of additional
QKD attacks is given in [6].

Man-in-the-middle attack If the classical channel is not authenticated prop-
erly, Eve is able to take the role of Bob, such that Alice generates a secure key
between herself and Eve without noticing the presence of an attacker. Using
unauthenticated channels, all protocols are insecure. Therefore, Alice and Bob
must share a small secret upon executing any classical or QKD protocol. The
Carter-Wegman scheme [54] is one of the most used authentication schemes.
However, there are developments of quantum authentication protocols [55, 56],
which consume a smaller amount of pre-shared secret key.

Trojan-horse attack Eve could be able to retrieve information about the
prepared state by sending light pulses into Alice’s apparatus and inspecting
the back-reflected light, thus uncovering the position of Alice’s polarizer. Ac-
cording to Gisin et al. [57], it suffices to equip the sender with wave length and
spatial filters and to have the encoding components active only during short
times to limit the effectiveness of Trojan-horse attacks.

Side channels are opened if the message is not encoded solely in the intended
degree of freedom, but is also correlated to others, i.e., that information on
the signal is available by measuring the other DOFs.
Until now we only considered the DOF which are used for QKD. However,
real-world QKD devices feature many different DOFs, and if any of them de-
pend on the prepared state, the security of the system is compromised, as Eve
would not cause any quantum bit errors by eavesdropping and is therefore not
revealed.
Suppose a device prepares the quantum states for QKD with different sources,
whose spectral properties may not match, e.g., one source emits light at 870 nm
and another one at 840 nm. Then, by simply observing the distinct wave-
lengths, Eve could gain knowledge about the key. Although this is a rather
exaggerated example, it stresses the point that all DOFs of the emitted light
that are not an active part of the QKD protocol have to be identical. The
available side channels depend heavily on the implementation.
Because our apparatus creates the four polarization states with the use of four
different laser diodes, we will now list several examples of possible side channels
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important for us.

Temporal If the photons prepared by the individual laser diodes arrive at
different times, an attacker is able to measure the arrival times without dis-
turbing the polarization states and thereby obtain full knowledge of the key.
By adding a possibility to tweak the pulse duration and arrival time we can
match the pulse shapes and hence close this side channel.

Spectral When different lasers shine at distinct wavelengths, the attacker
is also able to listen to the transmission without observing the polarization
and extract the full key. Ideally, the four different VCSELs of a single array
are spectrally indistinguishable. However, manufacturing process variations
might introduce deviations of the spectra, which allow an attacker to gain
information. This side channel can be closed by either selection of a suitable
array with high indistinguishability, a suitable temperature-tuning mechanism
or a by using a very narrow spectral filter.

Spatial In the same way, the spatial mode should not allow to obtain infor-
mation about the sent polarization state. Otherwise, Eve could simply look
into the sender and determine the key by observing which of the four laser
diodes is lit. Therefore, we use a wave guide to perfectly overlap the spatial
modes of all four polarization states, removing all correlation between them
and the the spatial mode.

Electric Another side channel emerges from the driving electronics, as the
pulse generation might leak some information in form of electromagnetic fields.
It is also possible that different laser diodes draw a distinct current and an
attacker is able to monitor the overall power consumption. A method to cir-
cumvent this is to encase the electronics in a shielded container and let a small
current be drawn over a dummy resistor to match the power draw of the lasers.

2.3.4. Summary and motivation

As we have shown, there are multiple crucial pitfalls to avoid while developing
a secure QKD device. As we have chosen to use commercially available laser
diodes, therefore implementing decoy states to secure the key distribution, we
need a design able to quickly modulate the intensity of the pulse. As stray-
light and dark counts of the used avalanche photo diodes (APD) strongly limit
the efficiency of QKD, we also want to make use of time filtering, i.e., only
consider detection events within a certain time window. In order to use this
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technique, our sender has to generate very short pulses and the clocks of both
parties must be well synchronized. Additionally, we also need a way to match
all DOFs as discussed previously. The next chapter deals with the development
of the Alice sender module and describes the technical challenges, leading to
our design decisions.
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developments for a QKD

system

This work is based on a existing sender unit, designed and assembled by Gwe-
naelle Mélen [58], which is suitable for the BB84 protocol discussed in sec-
tion 2.3.2.1, utilizing polarization encoded weak coherent pulses. Originating
from the electronics used in this sender, C. Sonnleitner [59] designed a main-
board together with modular driver lanes, allowing for rapid prototyping of
new pulse generation schemes. As the basic working principle is unmodified
by this work, we first introduce the main details of the sender and receiver
and continue with the implemented modifications, enabling decoy state gener-
ation, and USB3.0 support. The last two sections cover data acquisition and
processing at the receiver side as well as synchronization of both sender and
receiver.

3.1. Overview and previous implementation

As we want to create a compact integrated sender unit suitable for handheld
devices, CubeSats or other small sized network components our most impor-
tant design aspects are

• small footprint,

• high repetition rate (100 MHz),

• low power consumption(< 10 W@5 V),

• portability (no need for external devices),

• low cost.

The first two details are already fulfilled by the previous implementation, while
satisfying the third requirement enables the device to be powered by a USB3.0
host. Powering the whole sender unit from this nowadays widely available port
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helps meeting the fourth aspect of being portable.
As polarization encoded BB84-like protocols need four different polarization
states, four VCSELs (Vertical cavity surface emitting laser) are utilized, which
come assembled on a 1x4 array1 by VI Systems. Each diode is responsible for
creating one of the four polarization states, by directing each output through
a polarizer. For controlling the key exchange, a FPGA (Field programmable
gate array) is used because they feature high-speed logic operations needed for
a 100 MHz repetition rate. We first discuss the electrical parts in depth and
later on the corresponding optics.

3.1.1. Electronics

The electronics controlling the micro optical sender assembly consists of three
major pieces:

1. Cypress FX – takes care of the USB communication.

2. FPGA – controls the pulse generation, stores the raw key and parameters
for the experiment.

3. Pulse Generation – creates short electrical pulses to drive the VCSELs.

For the first two components, the EFM-01 board from CESYS is used, which
is plugged into a self-designed mainboard (e.g., Alice Testboard shown in Fig-
ure C.3). The EFM-01 embeds a Spartan-3E FPGA2 from XILINX and a
Cypress FX2LP. It comes with two pin headers, the needed voltage regulators
and the auxiliary components for both chips. This makes the board versatile
and easy to use. Yet, in combination with the Alice mainboard the downsides
are limitations of the input/output (IO) pins, redundant chips, high price and
restriction to USB 2.0.
Via USB/FX2 we can set different operating parameters and transmit the key
to the FPGA. The FPGA passes on the desired values to the corresponding
chips and later on controls which laser diode sends a pulse according to the
stored key.
The Alice mainboard utilizes a 100 MHz differential (see section A.2) clock3

and distributes this clock signal through a 1:8 clock fanout4. As shown in
Figure 3.1, we feed one clock signal to each of the four laser driver lanes.
A lane consists of a delay chip5, a fast AND-gate6 and a laser driver7. The de-
lay chip has two individual ports where every port is able to delay an incoming
signal between two and seven nanoseconds. The delay is controlled by a 10-bit

1 V50-850C4 2 XC3S500E-4CPG132C 3 LMK61E2-100M00 4 SY58031U
5 SY89297U 6 SY58051AU 7 ONET4291VA
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Figure 3.1.: Simplified schematic of existing driver electronics, where the
clock signals are shown in blue, control signals in green, elec-
trical pulses in purple and optical outputs in red. The enable
signal is a simple logic signal, da,b, Im,b are transmitted via a
serial interface.

register da (db) for channel a (b), providing us 210 = 1024 steps. Every step
delays the incoming signal by ∆d = 5 ps. Both input ports are connected to
the clock and the outputs are routed to the fast AND-gate, where one channel
is negated. By modifying da and db we can control the timing when a pulse is
sent da and simultaneously the pulse width ∆ = db − da (see Figure C.4).
An additional enable signal controls whether an actual pulse is produced.
When this is pulled high, the outputs of the delay line are pulled low and
no clock signal is getting through, thus inhibiting the creation of a pulse by
the laser driver.
This chip itself is controlled by two 8-bit registers for modulation Cm and bias
current Cb. We are therefore limited to 28 = 256 levels. According to the data
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sheet, the current values are calculated as

Im = 100 µA + Cm · 68 µA, (3.1a)

Ib = 100 µA + Cb · 47 µA. (3.1b)

Modifying these two values together with da and db gives us plenty of possi-
bilities to shape our pulses, such that they are overlapping temporally.

3.1.2. Sender optics

The goal of former and still ongoing projects in our group is to develop a
miniaturized QKD sender optics. Most of the experimental results of this
work are created with a prototype of such an integrated optics. As illustrated
in Figure 3.2, the output of each VCSEL is focused using a micro-lens array
and polarized using a set of polarizers. Every beam is coupled into a wave guide
embedded in a glass structure, written by femto-second laser direct writing [58].
The wave guide circuit is designed such that a quarter of the inserted optical
power is coupled evanescently into a single output, respectively. This ensures
that the output of the four VCSELs are spatially perfectly overlapping, thus
avoiding a corresponding side channel.

Pitch:
250 µm

VCSELs @850nm Micro-lens array Polarizers Wave guide
circuit

Figure 3.2.: Schematic of the sender optics, where four VCSELs emit light,
which is focused by a micro-lens array into four wave guides.
A polarizer is mounted between the lens array and the wave
guide, such that each diode generates one of the four polariza-
tion states. Picture taken from [16].

30



3.1. Overview and previous implementation

3.1.3. Receiver optics

PBS

HWP

4x APD

BS PBS

Figure 3.3.: Schematic of the receiver optics, where the first beamsplitter
(BS) performs a passive basis choice. A polarizing beamsplitter
(PBS) in the reflected arm differentiates between |H〉 and |V 〉.
In the second arm a half wave plate (HWP) rotated by 22.5°

rotates the polarization by 45° allowing us to distinguish |P 〉
and |M〉 after another PBS. Picture taken from [16].

On Bob’s side a polarization analyzer unit (PAU), as shown in Figure 3.3,
is used to distinguish between the four different polarization states. The used
50/50 beamsplitter performs a passive and random basis choice needed for the
BB84 protocol. A polarizing beamsplitter reflects light which is polarized per-
pendicular to the plane spanned by the incoming and reflected beam. In one
arm this corresponds to |V 〉 polarized light, whereas the |H〉 state is trans-
mitted. The other arm features a HWP which rotates the polarization by 45°,
this allows us to discriminate between +45◦ polarized |P 〉 and −45◦ polar-
ized |M〉 light. After successfully separating the different polarizations, the
photons get sent onto avalanche photodiodes1 (APDs), where the photoelectric
effect is used to convert the incoming photon into an electrical signal. The
signal events, i.e., the rising edges, are logged by a fast timestamp discussed

1 PerkinElmer DTS SPCM-AQ4C
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in section B.2.

3.2. Decoy state generation

This section describes the development of an electronics for electrically gener-
ating decoy states, while making sure they still fulfill our other requirements
such as the high repetition rate and short pulse widths. Using the Alice Test-
board with the modular approach introduced by [59], different lanes could be
connected to the mainboard via a 16-pin flexible flat cable (FFC) connector1,
which allows us to quickly replace and test new driver lanes without replacing
the entire electronics.

a) b)

220 Ω

330 Ω

switch

Π-pad

R

R

Π

switch switch

Figure 3.4.: Schematic structure of the driver electronics responsible for
modulating the pulse intensity. a) shows the previous imple-
mentation with only one switch b) sketches the new improved
implementation with two switches and an Π-pad attenuator.
The laser driver output is connected to the left side, the VC-
SELs are attached to the right side.

A previous design of the driver lane connected the output of the laser driver
to a fast switch2. Via this switch we are able we to run the signal either through
a 220 Ω (signal) or a 330 Ω (decoy) resistor, as illustrated in Figure 3.4 a), which
results in two different pulse heights. The solution with such a switch entails
two major disadvantages along with a high price of about 70€ per chip.

Complementary negative control voltage The used switch requires com-
plementary negative control voltage, which forces us to incorporate a −5 V
voltage source. Two possibilities to generate such voltage were considered.
The first one requires a supply voltage of Vsup = 10 V, such that we can create
a virtual ground at Vvg = 5 V. This enables us to connect the VCC-pins of all
our parts with positive supply voltage to Vsup and the GND-pins to our virtual
ground Vvg resulting in a Vsup − Vvg = 10 V − 5 V = +5 V voltage difference.

1 FH12_16S-0.5SH 2 HMC347ALP3E
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3.2. Decoy state generation

The VSS-pins of parts requiring a negative supply are connected to the real
ground of 0 V, whereas the GND-pins are at the virtual ground. This results
in a voltage difference of Vgnd − Vvg = 0 V − 5 V = −5 V as needed. Although
in principle this method is feasible, it violates our design goal of having only
a 5 V power supply.
The other considered method is to use a switching power supply on the board
to generate a negative supply voltage. Such power supplies feature low size,
high efficiency and any desired output voltage, on the other hand the down-
sides are a very noisy output voltage and high electromagnetic interference due
to fast and sharp current switching, which can be improved using an output
ripple filter and differential signaling.
Yet, having a negative supply voltage does not solve the problem of requir-
ing a complementary negative control voltage. The FPGA outputs posi-
tive LVCMOS-signals (low voltage complementary metal oxide semiconductor)
ranging between 0 V (logic low) and +3.3 V (logic high). To convert this signal
to levels compatible to the switch, we need an auxiliary circuit as shown in
Figure 3.5.

GND

4.7V

1
0

k

74LVCE1G00SE-7

GND

74LVCE1G00W5-7

GND

D1

R
1

A
1

B
2

GND
3

Y
4

VCC
5

U1

A
1

B
2

GND
3

Y
4

VCC
5

U2

B

A
CTL_IN

-3
.8

V

NAND-Gate

AND-Gate

from	FPGA

to	Switch

to	Switch

zener
diode

Figure 3.5.: Schematic of the switch interface, where the CTL_IN signal is
controlled by the FPGA. The signals A and B form the com-
plementary negative control signal and are connected to the
switch. The first input port of both gates (Port A) is tied to
GND, which corresponds to logic high.

If the FPGA outputs a low level, the Zener diode D1 blocks because there
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are only 3.8V applied. The second input ports of both gates (input B) are
therefore at −3.8 V corresponding to logic low. U1 outputs a high 0 V, U2 a
low −3.8 V.
When the FPGA sends a high 3.3 V, the voltage across D1 is 7.1 V > 4.7 V
and the diode breaks down and becomes conductive. The voltage level on the
second input ports of the gates are now at 3.3 V−4.7 V = −1.4 V and therefore
at a logical high level. U1 outputs a low and U2 the corresponding high.
This explanation holds for low frequencies where Zener diodes are typically
used, but at frequencies > 100 kHz the influence of shunt capacitance increases
greatly, typically to Cshunt ≈ 1 nF, see [60] for further details.
Even “hyperfast” Zener diodes1 have a reverse recovery time of trr = 16 ns,
which is too slow for our 100 MHz application. Because the capacitance of
such diodes is not an intentional feature, one often does not find any informa-
tion about the value in data sheets. Even worse, two Zener diodes from the
same manufacturer may have completely different capacitances due to varia-
tions in production batches.
Those problems lead to different rise tfr and fall trr times of the signal behind

the Zener diode, therefore the gates output did not have a 50/50 duty cycle,
as seen in Figure 3.6.
According to the data sheet, the switch needs at least 2 ns to reach a defined
state, while we have a time window of 2.6 ns available. This timing is very
strict and hard to optimize. As a result, some pulses of the same type are
dimmer than others depending on the preceding state. In order to fix the duty
cycle, one needs to use a different Zener diode with a different capacitance.
As stated above, the exact value has to be measured, which requires a tedious
trial and error procedure.
However there are other level shifter circuits very similar to the former scheme,
where the diode is replaced by a capacitor, the pull down resistor is removed
and two additional Schottky diodes with auxiliary components are added. See
Figure C.5 for a schematic diagram.
The utilized diodes are not crucially necessary because the AND-/NAND-gates
exhibit some parasitic diodes, just as any silicone integrated circuit (IC) [61].
But the dedicated diodes can handle much more current and therefore support
the chip in pulling the voltage level at the working point fast enough. This
circuit is preferable because it yields a consistent result after assembling the
driver lanes and does not depend on the exact parameters of a single compo-
nent.
The circuit is designed such that at least every hundredth cycle (1 µs) a tran-
sition has to be made or else the capacitor will deplete its charge and needs
to be re-pumped for a few cycles again. This is the greatest drawback of this

1 VS-1EFH02HM3
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3.2. Decoy state generation

Figure 3.6.: The upper plot shows the voltage behind the Zener diode, which
has an larger reverse recovery time trr = 4.51 ns than forward
recovery time tfr = 1.41 ns. Because this mismatch the outputs
of the gates, displayed in the lower plot, had a duty cycle of
74/26 instead of the desired 50/50.

method: continuously sending either signal or decoy is not possible, which is
an essential feature during the calibration of the device.

Termination of unused port The utilized switch terminates the port which
is not active via a 50 Ω resistor to ground. Although this is useful for most
high-frequency applications, it is a big disadvantage for our design. If we want
the full brightness when sending signal pulses, we do not want to add any
resistor in the signal path. Instead we are forced to include a resistor because,
if the signal is running through the decoy path, as illustrated in Figure 3.7 a)
and R2 is missing we essentially bypass half of the current destined for the
VCSELs via the termination resistor to GND.
In addition to that, as discussed in section A.1, the impedance of the route

needs to stay constant and matched to the input/output devices. If we now
add a resistor into any of the pulse paths, as illustrated in Figure 3.4 a), we
influence this impedance and the signal integrity suffers. To avoid this problem
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Figure 3.7.: Substitute circuits for the different switch positions. a) shows
the switch in decoy mode, where the output of the laser driver
is connected to R1, R2 is connected to GND via a 50 Ω resistor.
b) pictures the switch in signal position.

in general, one utilizes an attenuator circuit designed to match the impedance
of our device. But due to the termination resistor we cannot apply any of
those solutions properly.

Summary All those problems forced us to think of a new solution with a
different switch and proper attenuation. As shown in Figure 3.4 b) a setup
with a Π-pad attenuator and two switches is employed.

3.2.1. Π-pad

As discussed earlier, we want to attenuate a signal while preserving the needed
impedance, which can be accomplished by a Π-pad. As the name indicates, this
attenuator has a topology similar to the Greek letter Π, pictured in Figure 3.8.
There is only one resistor R1 in the signal line and both the input and output
sides are taken to ground via two additional resistors R2.
If a flat frequency response is desired, only resistors are used, but when they

are replaced with inductors and capacitors one is able to filter out specific
frequencies [62]. There also exists a T-pad, which performs identically to
the Π-pad if resistors are used. Their differences in topology only matter if
frequency filtering is needed. If both input and output impedances are the
same, ZI1 = ZI2 = Z0, and we replace the admittance Y = Z−1 with the
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Figure 3.8.: Topology of a Π-pad attenuator, where the resistor values are
calculated via Equation 3.4 for a attenuation of γ = 0.115 and
a impedance of Z0 = 50 Ω.

impedance Z, we can use (see chapter 3 of [62])

1
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(
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)
is the attenuation in nepers. We can now solve these

equations for Z1 and Z2, yielding

Z2 = Z0 coth

(
γ

2

)
, (3.4)

Z1 =
2Z2(

Z2

Z0

)2 − 1
. (3.5)

An attenuation of about 11 % (γ = 0.115) with an impedance of Z0 = 50 Ω
is achieved by setting Z1 = 5.76 Ω and Z2 = 866 Ω. Utilizing this kind of
attenuator allows for a consistent and easy change of the decoy intensity.

3.2.2. Switches

The previous switch1 was chosen because it features low rise and fall times
(trise, tfall = 2 ns) and a broadband (from DC to 14 GHz) low insertion loss
(−2 dB). The timings are sketched in Figure 3.9 which illustrates why we
need very fast rise and fall times.

1 HMC347ALP3E
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UCTRL

UOUT

ton

toff

trise tfall

Figure 3.9.: Timing of a switch where UCTRL is the control signal and UCTRL

the corresponding output signal. In the diagram there are the
marked times ton, toff and trise, tfall that are often noted in data
sheets.

If those were about 10 ns, the switch would never be in a defined state and
our pulsing scheme would not work. If the delay times tON and tOF F are about
10 ns, while sending with 100 MHz, it does not impact our system since this
gives us just a offset which can be compensated by sending the control signals
one clock cycle earlier.
The candidates for the switch were chosen with the main focus on trise, tfall ≤
5 ns. This led to a problem because the majority of fast analog switches are
based on a GaAs (Gallium Arsenide) technology, which offers high speed, good
linearity and low ON resistance, but most of them are N-channel depletion
mode field effect transistors (FET) which require a negative gate voltage to
turn off.
Having a broadband low insertion loss is also important because we do not
want our shaped pulse to be distorted or broadened. In most data sheets of
analog switches, the insertion loss is pictured in a frequency-dependent loss di-
agram, which gives us a sense how the switch will accept different frequencies.
If we decompose our short electric pulse into its frequency components via a
fast Fourier transform (FFT), apply the corresponding loss at this frequency
given by the data sheet and then perform an inverse FFT, we get a good ap-
praisal of how the insertion loss of the switch will influence our pulse.
The graphs of this simulation are shown in Figure 3.10, where an electric
pulse with ∆ = 275 ps is considered. The measured full width half maximum
(FWHM) of 276.9 ps fits well to the set value. If the losses are constant in all
frequencies, one would expect a pulse with the same FWHM, but a reduced
maximum. Because none of the tested switches feature a constant insertion
loss, they all broaden the pulse depending on their overall irregularity and
frequency-dependent losses.
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Figure 3.10.: The first plot shows a recorded electrical pulse with ∆ =
55 units resulting in a FWHM = 276.9 ps marked as the
horizontal blue line. The second plot pictures the inser-
tion loss of different switches according to their data sheets.
The last subplot shows us the signal pulse after applying
the corresponding loss. The M3SW250DR broadens the
FWHM to FWHMM3SW = 281.5 ps, the HMC347ALP3E to
FWHMALP3 = 280 ps and the HMC221B to FWHMHMC221 =
278.5 ps.

According to the FFT, the major part (99%) of the signal is made up by fre-
quencies below 5 GHz. This is the reason why the HMC221B performs equally
in terms of FWHM as the HMC347ALP3E despite having a significant drop in
insertion loss above 5 GHz. Another value to look at is the maximum voltage
of the peaks, which depends mostly on the average insertion loss. Here the
HMC221B features the lowest loss and therefore the highest pulse, transmit-
ting 92% of the signal strength.
Considering all those results, the HMC221B from Analog Devices is chosen,
exhibiting better performance than the old HMC347ALP3E and no need for
a negative control voltage. The relatively low cost of about 2€ made the use
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of two switches possible, which at the same time eliminates the problem of
termination of the unused port. One drawback of this switch is the need of
AC-coupling capacitors on the in- and outputs, because the switch is not able
to handle frequencies of < 10 kHz. This limitation is acceptable because our
base frequency is 100 MHz and the DC current is routed around the attenua-
tion circuit anyhow. The schematic of one driver lane is shown in Figure C.6.

3.2.3. Bias current

Tests showed that when routing the whole signal after the laser driver through
a switch and attenuator, the VCSELs do not emit any light at all, even when
using a switch suitable for DC currents. After injecting a small DC current
using a external power supply, the VCSELs showed their typical behavior.
It is therefore necessary to only route the modulation signal separated from
the constant bias current through the decoy network. The laser driver’s data
sheet specifies two separated output pins: BIAS, for the constant DC offset
and MOD+, the output of the electrical pulse composed of AC currents. Addi-
tionally, it suggests a mixing circuit called a Bias-T, consisting of an inductor
and a capacitor, shown in Figure 3.11. The inductor is in series with the
BIAS, the capacitor in series with the modulation output. The latter stops
the DC-current from the bias output interfering with the modulation pin and
the inductor blocks any high frequency signals emitted by the MOD+ pin in-
terfering with the bias generation. Treating both the AC and the DC parts
of the signals separately, only attenuating the AC modulation current, solved
the issue of VCSELs not lighting up.

0.1uF

1
k
Ω
	@

	1
0
0
M
H
z

C1

L
1
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current

VCSEL

DC	bias
current

Figure 3.11.: Schematic of a Bias-T consisting of a inductor, blocking the
high frequency parts and a capacitor stopping DC current.
The values are chosen according to the data sheet of the laser
driver (ONET4291VA).

The laser diodes and drivers utilized are typically used in a scenario where
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laser light is always present and is only modulated a bit brighter or dimmer.
Our usage, as opposed to the typical one, ideally requires no light present at
all while only emitting a dim pulse if a state is sent. The desired operation
mode with no bias current and therefore no laser emission is not possible, as
the VCSELs wont light up even with the highest possible modulation current
set. Yet, using the smallest settable bias value of 147 µA, one does get de-
tectable spontaneous emissions and therefore a contribution to the noise level.
Switching between zero and some required small bias current between indi-
vidual modulation peaks (10 ns) is not possible because of the relatively slow
serial control interface of the laser driver, requiring a minimum of 100 ns for
transmitting each bit.

Figure 3.12.: Electrical pulse forms with full modulation (m=255) a set
pulse width of 375 ps (∆ = 75) and different bias settings with
and without a 50 Ω resistor parallel to the laser diode. The
connection to the oscilloscope was terminated with 50 Ω.

As the VCSELs specify a 80 Ω differential resistance, one possible solution
is to introduce a resistor into the bias path before the Bias-T, connecting it
to ground via 50 Ω effectively dividing the bias current by three. Figure 3.12
shows the electrical pulse with and without such a resistor, seemingly con-

41



3. Hardware and software developments for a QKD system

firming this method. Note, as the oscilloscope was terminated with 50 Ω, one
would expect a halving of the bias current.
But when connected to such a circuit, the diodes do not produce any light,
no matter what modulation current is set. Even at a bias level of 1.45 mA
the VCSELs do not emit any light, whereas without the resistor the optical
power output is in the range of mW. Additionally a 330 Ω resistor was tested
yielding the same results. As Figure 3.13 shows, the VCSELs exhibit a differ-
ential resistance of 80 Ω only at currents beyond the lasing threshold. Before
the threshold is reached the resistance is close to 3.5 kΩ. This non linear dif-
ferential resistance leads to the observed difficulties. One possible method to
circumvent this is by adding a diode in series to the resistor, blocking at low
voltages (before the lasing threshold is reached) and conducting and therefore
affecting the current at voltages above 1.8 V. But this method requires further
investigation.

Figure 3.13.: Characteristics of the laser diode with varying operation cur-
rent. The blue line indicates the voltage in V, the orange line
shows the optical output power and the green line calculated
with ∆R = ∆U

∆I illustrates the differential resistance. The ver-
tical red line marks the lasing threshold at 0.5 V. The voltage
and power figures are taken from the data sheet of VI Systems’
V50-850C.
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3.3. Synchronization

Synchronization is a crucial task in QKD, as one has to make sure that Alice
and Bob’s clock are running at the same pace, or else executing tasks like ba-
sis reconciliation is not possible due to timing errors. Furthermore, accurately
synchronized clocks enable the parties to time filter, i.e., only consider events
in a specific time interval and therefore reducing the impact of background or
dark counts.
In an extreme case where the clock frequencies of both parties differ by 10%,
every tenth clock cycle the timing error is increased by one whole clock pe-
riod, resulting in a huge confusion while talking about a specific pulse, e.g.,
Alice’s 42th pulse would correspond to Bob’s 38th. Even worse, if the fre-
quency difference is continuously changing we cannot measure and correct for
the difference only once at the beginning, but need a way of repeatedly correct
for the current difference.

1 2 3 4 5 6 7 8 9 10 11 12 13 14

91 2 3 4 5 6 7 8 10 11 12 13 14

1 2 3 4 5 6 7 8 9 10 11 12 13 14

1 2 3 4 5 6 7 8 9 10 11 12 13 14

1 2 3 4 5 6 7 8 9 10 11 12 13 14

Bob’s clock

Alice’s clock

Frequency
adjusted

Phase
adjusted

Offset
adjusted

Figure 3.14.: This picture sketches the idea behind synchronization, where
the gray boxes represent Alice’s clock cycles and the dotted
lines show Bob’s. The frequency of Alice’s clock drifts com-
pared to Bob’s clock, which in general varies too. The first
step adjusts the frequency of Alice’s clock to match Bob’s, af-
ter which the phase is compensated for, such that cycles of
both clocks begin simultaneously. The last step corrects the
offset such that both parties can talk about the same clock
cycle.

Our used 100 MHz clock1 has a frequency tolerance of ±50 ppm resulting in
a maximum frequency shift of ±5 kHz, where this figure includes temperature

1 LMK61E2-100M00
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and supply voltage variation as well as aging effects over the span of 10 years.
The observed frequency shift was about 80 to 140 Hz between Alice’s and Bob’s
(the timestamp units’) clock for most of our experiments.
After a successful frequency synchronization there is still a need for detect-
ing when the key transfer has started. Dealing with a high loss environment
(−50 dB) only 0.001% of the pulses are detected. The first pulse detected by
Bob is therefore most certainly not the first one sent by Alice, correcting for
this offset is also part of the QKD synchronization. Both problems can be
solved either over the quantum or the classical channel and the next subsec-
tions will present some solutions to them.

3.3.1. Clock recovery

A possible strategy for synchronization is via an additional laser at the sender
site, modulated with Alice’s clock. The receiver can recover the clock signal by
detecting the beacon light with a fast photo diode followed by an appropriate
clock recovery electronics. Such a technique, has been successfully used in
[16]. Here the output of the photo diode was sent to a clock recovery chip1,
which is responsible for locking onto the data stream and extracting a clock
and a data signal from it. Both signals are then sent to a FPGA (on an
EFM-01 board) where the clock gets divided by 500 resulting in a 200 kHz
signal, which is suitable for the timestamp unit discussed in section B.2. The
undivided 100 MHz clock would overflow the timestamp unit as it will have
problems transmitting all the timestamps via USB2.0 to the PC.
After recording all time dependent events of the experiment, one is now able to
interpolate the timestamp of an APD event tAPD, lying between two recorded
clock events tbefore, tafter while assuming a fixed 5 µs period

tinterp = tbefore + (tAPD − tbefore) · tafter − tbefore

5 µs
. (3.6)

Using this compensation Bob can now evaluate the timestamps as if Alice
would have sent them with a steady 100 MHz repetition rate.
In addition to that the data output of the clock recovery chip can be used for
detecting a starting condition. If Alice is modulating the beacon with only
ones in the 3 preceding clock cycles before any key transmission is started, the
FPGA on Bob’s site can scan for this specific pattern (“010111”) at the data
line and output the according start signal. This way both frequency, phase
and offset synchronization is achieved.

1 ADN2814
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3.3.2. Software implementation

Other methods have to be utilized if no other dedicated communication channel
is available. They have to rely on the signals exchanged via the quantum
channel, which are later used for the key. The following method described is
adopted from [63] and a offset detection still needs some further research.
For detecting the current frequency of Alice’s clock a FFT is executed (see
Figure 3.15), this is done by expressing the timestamps ti as a discrete signal

s(ti) =
∑

j

δtj ,ti
, (3.7)

where the signal is 1 if an event happened at ti and 0 otherwise. As discrete

Figure 3.15.: The events of the APD corresponding to the plus polarization,
evaluated with Equation 3.9 and Fourier transformed. A sam-
pling time of T = 0.1 s and a sampling rate of fsampling =
10 kHz was chosen. One can see the coarse resolution of
δf = 1

T = 10 Hz and the peak at ∆fFFT = −100 Hz.

Fourier transforms (DFT), such as FFT, depend on the sampling rate, one has
to make sure that the highest sampled frequency, in our case fmax = fbase =
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100 MHz, is less than the Nyquist frequency fnyquist =
fsampling

2
. The resolution

of a DFT is limited by

δf =
fsampling

N
=

1

T
, (3.8)

where N is the number of recorded data points and T is the considered time
window. As we need to determine the frequency up to < 1 Hz and given the
resulting sampling frequency of fsampling ≥ 200 MHz leads to sampling time of
T ≥ 1 s, corresponding to 200 million data points. Executing a FFT on that
amount of data would take quite some time, in addition to that the frequency
has to be stable in the considered time T .
As we know our frequency is close to 100 MHz we can shift the origin of our
FFT by mixing the incoming signal with e−iωl , where ωl = fbase − fnyquist

2

resulting in
sshifted(ti) =

∑

j

δtj ,ti
e−iωlti . (3.9)

This allows us to only consider a small interval around fbase, reducing the
needed computing power for the FFT, as we can sample more coarsely. Taking
the frequency instability of Alice’s clock ±5 kHz we get a sampling frequency
of fsampling ≥ 10 kHz.
To further improve our frequency resolution and determining the initial phase
offset Φ0 of the Alice’s and Bob’s clocks, we can make use of the fact that if
two clocks run out of sync with a constant frequency difference, their phase
will develop linearly in time. The phase of the timestamps, calculated by

Φ(ti) =
(
ti · (fbase + ∆fFFT)

)
mod 1, (3.10)

where ∆fFFT is the frequency determined by the FFT, give us a measure how
much our clock frequency drifts over time (see Figure C.8).

If we reduce our considered time, such that the difference in frequency can
be considered constant (see Figure 3.16), we get a very accurate estimation of
the real frequency

freal = fbase + ∆fFFT − ∆fFit (3.11)

where fFit is the frequency obtained by fitting a linear function onto the phase-
time diagram. This method works fine even with very small considered time
windows < 0.1 s, as shown in Figure C.9.
According to [63], a feedback loop can be implemented such that this first,
still computational expensive synchronization must only be done once and
after suitable initial values are found one can correct for any small frequency
drifts by continuously monitoring the arrival time and correcting the values, if
the last few photons arrived earlier or later than expected.
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Figure 3.16.: A small sector of Figure C.8, where the phase Φ(ti) (see
Equation 3.10) of the an event happened at time ti is
shown, considering time frame of 0.65 s. The slope m =
(6.412 ± 0.007) rad s−1 of the fit corresponds to the difference
between the frequency assumed by the FFT and real frequency
∆fFit = m

2π = (1.020 ± 0.001) Hz and the y-intercept marks
the phase offset Φ0 = (0.157 ± 0.002) rad.
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4. Experimental results

This chapter covers the characterization results of our newly designed driver
electronics (see Figure 4.1 and C.7) capable of varying single modulation peak
intensities with a clock frequency of 100 MHz. This hardware feature allows
much higher key generation rates as now the BB84 protocol with decoy exten-
sion can be implemented. Our design has the advantage that signal and decoy
states are generated by the same driver line and laser diode.

Figure 4.1.: A picture of the assembled electronics, together with the micro-
optical assembly located on top, used for the measurements.
The most important parts are marked and labeled in white.
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In all characterization steps we strongly focused on acquiring data collected
in representative measurements, where every driver line of the electronics was
connected to a VCSEL and randomly activated, similar as in a QKD modus.
Doing so, effects introduced by electrical crosstalk or eventual timing problems
in simultaneously controlling all four driver lines are accessible. However, it
requires precise time tagging (see section B.2), synchronization (see section 3.3)
and sophisticated data processing. In the following we discuss our results
on the signal and decoy level discrimination, temporal pulse shapes and the
polarization analysis.

4.1. Decoy level analysis

To validate different intensities of signal and decoy pulses, we continuously
send a Nkey = 626 character long key with 20 header bits. The 606 data
bits in the key are chosen randomly, with the constraint of observing every
permutation of bit orders, e.g., ”HP“, ”PH“, ”vM“, ..., at least six times. In
this notation the letter itself stands for the polarization, where a lower case
indicates decoy intensity and a capital letter hints a signal intensity. Note that
here the probability to send a decoy pulse is 50% while in a typical decoy QKD
scenario the probability is reduced.
After analyzing the polarization of every pulse with the PAU and recording the
corresponding events with the timestamp unit, every timestamp ti is sorted
into the corresponding time bin j by projecting onto the key’s time interval
using euclidean division and further dividing it by tbin = 10 ns while rounding
to the next lowest integer

j = floor

(
ti (mod tkey)

tbin

)
, (4.1)

where tkey = Nkey · 10 ns is the time one key repetition takes. The evaluation
script is now able to determine the offset needed for synchronization by search-
ing for the pattern of the header used (”HHHP“x5), such that we can be sure
that every event is sorted into the respective bin. The phase offset is set such
that the pulses are centered around the middle of the bins.
If we now divide the number of events in every bin by the number of times
the key was repeated Nrep ≈ 6 × 106 we obtain the probability to observe an
event of the respective APD in the corresponding time bin. Those probabil-
ities are illustrated in Figure 4.2, and confirm that the electronics assembled
in this work, reliably produces two distinct laser intensity levels for all four
polarization states (|H〉 , |V 〉 , |P 〉 , |M〉).
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4.1. Decoy level analysis

Figure 4.2.: The detection probabilities of the four different polarization
states, where the corresponding line marks the mean value and
the area indicates the standard deviation. The light blue ver-
tical area indicates the header (”HHHP“x5), which is used to
determine the synchronization offset.

The levels shown are distinct but the ratio between signal and decoy detection
probabilities of different polarizations do not match, e.g., the ratio of vertical
polarized light is lower than the one of plus polarized light. Additionally they
do not reassemble the proposed ratio by Ma et al. of 10.4%. However, the
relative detection levels would be adjusted by modifying the attenuation of the
Π-Pad, thus satisfying the proposed ratio with all four polarizations.
Another property where the different polarization states become distinguish-
able is the overall intensity. Figure 4.2 shows that the probability to detect
horizontally polarized light is seven times higher than plus polarized light.
There are several reasons for this intensity mismatch:

• Due to manufacturing, handling and connection differences every laser
diode exhibits deviations in output power despite being driven with the
same current.
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4. Experimental results

• Even in pulsed mode the DOP of the bare VCSELs is non zero, which
leads to different intensities after the corresponding polarizer.

• As VCSEL array, lens array and wave guide circuit have fixed distances
between the four spacial modes, it is hard to achieve the same coupling
for all four light paths.

In order to get equal optical output power for all four lines, we found following
driving parameters:

state channel bias modulation da db cd
H 0 1 96 200 257 0
V 1 1 148 200 285 0
P 2 1 255 200 260 0
M 3 1 150 200 243 0

Table 4.1.: Laser parameters resulting in equal intensities (counts/s). Bias,
modulation, da and db are explained in section 3.1.1, whereas
the clock delay (cd) shifts the whole clock by 25 ps per step, as
described in section B.1.2.3. Note that the temporal position is
not optimized with this settings.

However, given these settings we could not reach equal ratios for signal and de-
coy intensities for every channel. Especially for the zeroth channel we observed
a very dim pulse if a decoy level was chosen. This behavior can be explained by
the highly non-linear optical response of the VCSELs. Even smallest changes
in pulse height and duration can completely change the intensity settings. For
investigating whether every line can switch between signal and decoy inten-
sity we were forced to increase the modulation intensity for channel H and P,
where the pulse parameters previously had to be chosen rather low to match
the power of the other channels:

state channel bias modulation da db cd
H 0 1 180 50 115 -10
V 1 1 245 50 107 -10
P 2 1 255 50 125 -10
M 3 1 200 50 207 -10

Table 4.2.: Laser parameters used forFigure 4.2, where signal and decoy
levels are nicely separated, even with no individual decoy atten-
uation for each line.
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4.2. Pulse shape

Using these parameters the overall intensities exhibit a mismatch, but they
enabled us, at the very end of this master’s thesis, to proof the functionality
of the electronics, without modifying the Π-Pad. For a real-world QKD ap-
plication a better set of laser parameters has to be found and the individual
attenuation of each line must be adjusted, such that the intensity levels of the
four polarizations, and their decoy ratio match each other.
Ideally the recorded events should follow a binomial statistics as for every sent
state, a photon is detected (with the probability pdet) or not (1 − pdet). As
more thoroughly discussed in section 4.3, only the events corresponding to plus
polarized states behave as expected.
Nevertheless the electronics reliably produces distinct intensity levels and there
are possibilities for tuning every mismatch observed.

4.2. Pulse shape

As we are creating pulses with mean photon numbers µ < 1, according to
Figure 2.6, most of our pulses contain only one photon, if any. Therefore talk-
ing about the shape of such a pulse is not applicable, as a single photon does
not have any temporal shape. Pulse shape, in that sense, is the probability
distribution of the arrival time of the photons, measured over many thousand
pulses.
For analyzing this temporal shape, we generate a histogram of the pulse ar-
rival times against the reference clock, shown in Figure 4.3. It pictures the
distributions of the eight different sent states, and shows that sending a decoy
pulse does not affect the timing nor pulse shape, despite the intentional change
of the pulse height.
This figure is generated from the same data used in the previous analysis uti-
lizing the same binning method. The only difference is the finer binning time
of tbin = 100 ps used in Equation 4.1. As we are synchronized well we can
identify bins representing the same state and average over them to get a good
impression of the temporal pulse shape.
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Figure 4.3.: The unnormalized pulse shapes of all respective states. The
pulses are recorded with laser parameters listed in Table 4.2 and
additional properties are stated in Table 4.3. A binning interval
of 100 ps is chosen, limited by the timestamps precision. Note
that the H and P polarized light is shifted by 3 ns to coarsely
match the arrival time of the other polarizations.

state

∑
det. prob. det. prob.

overlap
fitted

signal decoy ratio overlap
H 2.3% 1.23% 53.48% 99.78% 99.75%
V 0.38% 0.13% 34.21% 99.29% 99.40%
P 0.33% 0.26% 78.79% 99.80% 99.82%
M 0.67% 0.46% 68.66% 99.74% 99.50%

Table 4.3.: Calculated pulse parameters derived from Figure 4.3. The
summed detection probabilities of signal and decoy pulses, as
well as their ratio is listed together with the overlap of both
respective distributions, calculated with Equation 4.3.
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The function used to analyze the detection probabilities, composed of the con-
volution product of two exponential decoys and a Gaussian profile, describes
the temporal shape of our laser diodes and is derived in [64], section 5.2:

p(t) = a · erfc
(

−t− t0
τG

)
·
[

1

τe1

exp

(
− τ 2

G

4τ 2
e1

)
exp

(
−t− t0

τe1

)

+
1

τe2

exp

(
− τ 2

G

4τ 2
e2

)
exp

(
−t− t0

τe2

)]
,

(4.2)

where a is the amplitude, τG the standard deviation of a Gaussian profile,
τe1
, τe2

the two exponential decay constants and t0 marks the pulse center. The
experimentally determined values are listed in Table C.1, additionally the root
mean square error (RMSE) is calculated, which is smaller than 1.05 × 10−4

for every pulse and therefore indicating a good fit.
The overlap between signal and decoy pulse is calculated according to [64] as

o =
∫ √

psignal (t)pdecoy (t)dt ≈
∑

t

√
psignal (t)pdecoy (t), (4.3)

where the integral is approximated by the sum over discrete values.
Figure 4.3 and Table 4.3 show promising results in terms of timing uniformity
as the temporal overlap of signal and decoy pulses is above 99% for every polar-
ization. Nevertheless one needs to calculate the mutual information emerging
from the (still differing) pulse shapes, to estimate the information an eaves-
dropper can harness exploiting this timing side channel. But this is beyond
the scope of this work.

4.3. History

As the previous analysis has shown, the detection probabilities for different in-
tensities are distinct, and feature some statistical fluctuations. Especially the
channel responsible for creating H polarized light is subjected to such varia-
tions (see Figure 4.2) which are larger than one would expect from a binomial
statistics. It is possible that the detection probability and therefore the in-
tensity of a pulse is depending on the polarization state that was sent before
the current one (predecessor) or on the one sent afterwards (successor), con-
sequently opening a side channel.
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Figure 4.4.: This plot allows to infer whether detection probabilities depend
on previously sent polarizations. The bars mark the probability
to detect vertically polarized signal states, provided the state
named on the x axis was sent beforehand. A capital letter indi-
cates a signal state whereas a lower case corresponds to a decoy
state. Every column shows two error bars, the left one corre-
sponds to the expected standard deviation if the events follow
a binomial distribution, and the right one shows the actually
observed one, calculated by dividing the standard deviation of
the counts per bin with given history by the number of times
the key was repeated (Nrep). The black horizontal line marks
the mean detection probability for vertically polarized signal
states and the green area represents the standard deviation of
all detection events irrespective of the previous state.

The plots, illustrating the detection probabilities of the remaining states
considering predecessors are shown in Figure C.10 and C.11 and the ones eval-
uating the successors in Figure C.12 and C.13. Additionally the probabilities
are listed in Table 4.4 and 4.6, using following notation.
The fifth column (h) in Figure 4.4, for example, is the probability to detect
a vertically polarized state provided a vertically polarized signal state is sent
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4.3. History

and a horizontally polarized decoy state was sent beforehand P (V |V, h). The
same notation holds for the analysis of successors, P (P |p, V ) corresponds to
the detection probability of plus polarized states given a plus polarized decoy
state is sent and a vertically polarized signal state is sent afterwards.

P (d|c, f) f : formerly sent
d: detected c: currently sent H h V v P p M m

H
H 2.36% 2.15% 2.21% 2.13% 2.44% 2.36% 2.40% 2.38%
h 1.31% 1.23% 1.28% 1.24% 1.12% 1.12% 1.16% 1.04%

V
V 0.34% 0.37% 0.34% 0.34% 0.39% 0.42% 0.39% 0.39%
v 0.14% 0.15% 0.13% 0.13% 0.12% 0.13% 0.10% 0.11%

P
P 0.31% 0.31% 0.31% 0.31% 0.32% 0.32% 0.32% 0.32%
p 0.25% 0.25% 0.26% 0.25% 0.25% 0.25% 0.25% 0.25%

M
M 0.61% 0.61% 0.63% 0.62% 0.64% 0.67% 0.67% 0.67%
m 0.44% 0.44% 0.45% 0.48% 0.41% 0.41% 0.44% 0.43%

Table 4.4.: The table lists the probabilities P (d|c, f) to detect a specific po-
larization state d given that a particular state c is sent after the
state f has been sent. For example, the element in the first row
(H ) and fourth column (v) shows that the probability P (H|H, v)
to detect a horizontally polarized state if a horizontally polar-
ized signal state has been sent after sending a vertically polarized
decoy state is 2.13%. Please note that the detection cannot dis-
tinguish signal and decoy levels assigning signal and decoy to
detected photons is only possible by repeatedly sending the key
and inferring the respective intensity level.

As Figure 4.4 shows, the probability to detect a photon indeed depends on
the states sent prior and if it happened to be a decoy state the vertically po-
larized signal photon (V) is more likely to be detected as if the preceding state
was a signal state. Such behavior indicates a timing mismatch, i.e., the decoy
switch transits a bit too late from decoy to signal and therefore introduces a
slight voltage offset which then causes a increase of the detection probability.
This voltage offset is influenced by the DC blocking capacitors needed for op-
erating the decoy switches.
Regardless of the chosen intensity, if the predecessor was already vertically
polarized, the detection probability is increased. This hints us to a too slow
enable signal, turning on the delay line responsible for creating vertically po-
larized light a bit too late and therefore cutting of some parts of the pulse.
In general one can argue if the ratio between decoy and signal state from the
same polarization (see Table 4.5 and 4.7) does not change significantly, the
decoy switch timing is set right.
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probability predecessor
ratio H V P M h v p m
h/H 55.43% 57.06% 57.81% 58.40% 46.05% 47.43% 48.36% 43.87%
v/V 39.36% 39.93% 39.41% 38.14% 30.40% 31.48% 26.38% 28.64%
p/P 81.82% 82.49% 82.26% 81.27% 76.97% 77.17% 77.92% 77.03%
m/M 72.05% 73.03% 70.87% 77.35% 63.57% 61.43% 65.38% 63.62%

Table 4.5.: Ratio of detection probabilities of decoy and signal level of the
different polarizations, listed in the first column, provided the
predecessor given in the first row. Probabilities given in Ta-
ble 4.4.

As Table 4.6 and 4.7 show, the successor of a given pulse does not influence
the detection probability as much as its predecessor. This hints us towards
shifting the timing of all control signals by tweaking the overall clock de-
lay (cd) of the FPGA (see section B.1.2.3).

P (d|c, s) s: successively sent
d: detected c: currently sent H h V v P p M m

H
H 2.14% 2.11% 2.12% 2.12% 2.52% 2.45% 2.53% 2.48%
h 1.02% 1.00% 1.06% 0.99% 1.34% 1.35% 1.39% 1.31%

V
V 0.35% 0.36% 0.37% 0.36% 0.39% 0.38% 0.39% 0.37%
v 0.13% 0.12% 0.12% 0.13% 0.13% 0.13% 0.14% 0.13%

P
P 0.32% 0.31% 0.32% 0.32% 0.32% 0.32% 0.32% 0.32%
p 0.25% 0.25% 0.25% 0.25% 0.25% 0.25% 0.25% 0.25%

M
M 0.64% 0.66% 0.67% 0.65% 0.60% 0.63% 0.63% 0.63%
m 0.45% 0.45% 0.45% 0.45% 0.43% 0.43% 0.42% 0.42%

Table 4.6.: To verify that detection probabilities are independent of the state
which is to be sent next, the conditional probabilities P (d|c, s)
for detecting d given c has currently been sent and s will be
sent successively are analyzed. For example, the element in the
sixth row (P) and last column (m) shows that the probability
P (P |p, m) to detect a P state if a P decoy state has been sent be-

fore sending a M decoy state is 0.25%. As desired, the probabil-
ities do not significantly depend on the state of the successively
sent pulse.
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probability successor
ratio H V P M h v p m
h/H 47.50% 47.55% 50.03% 46.55% 53.33% 55.29% 54.96% 52.96%
v/V 35.25% 33.14% 31.43% 35.05% 33.74% 35.70% 34.78% 34.47%
p/P 80.41% 81.11% 79.35% 78.12% 77.88% 79.11% 79.50% 80.17%
m/M 70.65% 68.77% 67.95% 69.07% 71.21% 67.96% 67.90% 66.62%

Table 4.7.: Ratio of detection probabilities of decoy and signal level of the
different polarizations, listed in the first column, provided the
successor given in the first row. Probabilities given in Table 4.6.

As the FPGA is configured for now, the bit controlling the decoy switch is
distributed to every lane equally, i.e., if the state to send is a decoy state, every
lane switches to the decoy path. Changing this to only affect the according
polarization will help reducing this correlation. However for characterizing the
set configuration is preferable, as ideally the preceding and succeeding states
should not matter at all and this way one is able to observe more irregularities.
While evaluating the error bars pictured in Figure 4.4, it gets obvious that the
observed standard deviation is much higher than one would expect from a
binomial distribution. This is in contrast to observations made in [65] where
the standard deviations matched quite well. One possible reason is the use of
a different VCSEL array compared to this work, suggesting that the events
created by the photons of the currently used array does not follow a binomial
distribution. However the plus polarization, pictured in Figure C.10 indicates
a better match between the two standard deviations, therefore hinting non
ideal parameters for the other polarizations.

4.4. Polarization analysis

The polarization of the four different states for both signal and decoy levels
is illustrated in Figure 4.5 and it shows that the polarization is only changed
slightly by selecting a different intensity level through the decoy switch.
Ideally one would expect no change at all, as the polarization is set by the
fixed polarizers, which should be not influenced by the chosen intensity. But
it is possible that the VCSELs, driven by a altered current, exhibit a change
in DOP, which on the other hand can affect the quality of state preparation.
Furthermore the possibility of electrical crosstalk due to bad routing is given,
which may create additional photons in another polarization state, therefore
influencing our tomography.

This measurement is performed with Bob’s PAU, which is only able to distin-
guish two out of three bases, therefore we can only access two components of
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Figure 4.5.: A polarization state tomography through Bob’s PAU. The left
plot pictures the the state on the Poincaré sphere projected onto
the H/V, P/M plane and the right plot shows the states on the
R/V, P/M plane perpendicular to the latter. Numerical values
are given in Table 4.8.

|H,µ〉 |H, ν〉 |V, µ〉 |V, ν〉 |P, µ〉 |P, ν〉 |M,µ〉 |M, ν〉
Q 0.936 0.965 -0.938 -0.944 0.148 0.144 0.111 0.122
U -0.083 -0.083 -0.224 -0.231 0.978 0.982 -0.985 -0.987
V 0.343 0.250 0.265 0.236 0.145 0.121 0.133 0.107

Table 4.8.: Stokes vector components Q = IH−IV

IH+IV
and U = IP −IM

IP +IM
, as mea-

sured with Bob’s PAU and for calculating V =
√

1 − Q2 − U2

a DOP of one is assumed. All values exhibit a uncertainty of
< 0.3 %.

the stokes vector (see Equation 2.13). For determining the third component
we assume a DOP of one, as previous tests using a full tomography setup, have
shown a DOP > 0.99 for the individual polarizations.
Note that, as the measurement was done at the very end of this master’s the-
sis, not much time was invested for calibration. For sure the measurement
is subjected to errors due to small misalignments. But as we prioritize the
comparison of the polarizations of the two intensity levels to each other, this
method suffices to give a good estimation of how the polarization is modified
by sending a pulse with decoy intensity instead of a signal level. The figures
suggests that hardly any crosstalk or other deviations are present.
For a precise quantum state tomography a well calibrated setup capable of
projecting onto all three bases (see section 2.1.3) is required.
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This thesis showed the development of a sender electronics suitable for gen-
erating decoy states used in a polarization encoded, weak coherent pulse im-
plementation of the BB84 protocol. In contrast to typically employed optical
intensity modulation using Pockels cells or variable attenuators, the designed
electronics is able to generate distinct optical intensity levels by utilizing at-
tenuated electrical pulses to drive the laser diodes. This design allows for a
simple and compact optical hardware.
The previously used USB2.0 interface is upgraded to USB3.0 to allow for real-
time key exchange at 100 MHz, by incorporating the Cypress EZ-USB FX3
IC. Besides increasing the data rate, USB3.0 allows our device to be powered
by the USB host without the need of an external power supply.
In the course of the redesign the formerly used Spartan-3 FPGA was replaced
by a Spartan-6 chip to ensure long-term support and to allow the use of new
and improved Xilinx IPs, i.e., prefabricated building blocks for use in the
FPGA configuration.
To be able to communicate with the FX3 chip two firmwares were programmed
in C++: One is deployed when the memory of the FPGA needs to be flashed
with a new configuration file, therefore saving us the otherwise necessary exter-
nal programming cable. The other firmware is used during normal operation,
utilizing a 32-bit, 100 MHz FIFO interface to transmit delay line, laser driver
and key data to the FPGA.
The corresponding counterpart at the host side, was extended by the func-
tionality to write a new FPGA configuration file to the flash memory and to
support keys including decoy bits. Additionally, the ability to generate a key,
using the computer’s pseudo-random number generator, and the possibility to
play back any key, stored in a key file, was added.
In section 3.3 we discussed methods to synchronize the clocks of Alice and
Bob. The presented technique using the time of arrival of the QKD signals
shows promising results: The initial frequency and phase difference can be
precisely determined up to 1 mHz. To enable real-time key exchange the al-
gorithm needs to be extended by a feedback loop, continuously adjusting the
phase and frequency depending on whether the photon arrived earlier or later
than expected. Doing so allows to account for frequency drifts due to temper-
ature, vibration, etc. in both clocks. A method to identify the frame offset,
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remember, Alice’s first sent pulse will most probably not correspond to Bob’s
first detected pulse, still has to be found.

The performance of the sender was evaluated in chapter 4, while considering
real-world conditions to collect representative data. Under such conditions the
sender is able to reliable generate distinct intensity levels using all four laser
diodes at a repetition rate of 100 MHz. As the four different VCSELs in the
used micro optical assembly require individually tuned driving parameters to
exhibit equal brightness, the constant attenuation in the decoy path of the four
different lanes lead to contrasting results. To still be able to observe notable
decoy pulses, without adjusting the individual attenuation, we were forced to
increase the brightness of two channels. Note that this measure does not dis-
tort the results, as the findings in this work enable us to individually adjust
the attenuation for each lane such that the four polarizations would match in
signal and decoy intensity.
Moreover the temporal side channel was characterized by calculating the over-
lap of the temporal shapes of signal and decoy pulses. Even the lowest overlap
of 99.29 % indicates a good fit, but nevertheless we still need to analyze the
resulting impact on security.
Furthermore the influence of the history of the pulses, i.e., the correlation of
detection probability to the previously (or subsequently) sent state, is ana-
lyzed. Here we observe a rather strong dependence on the sent pattern, which
would be improved by fine tuning the used pulse and laser parameters.
Finally, we checked the effect of selecting different intensities on the polariza-
tion, which is, as expected rather low.
To demonstrate an actual key exchange, further work needs to be done on
finding suitable parameters for laser driver, delay line and attenuation to min-
imize any potential side channels. To adjust the attenuation more precisely,
conveniently and rapidly one could replace the Π-pad by an digital attenuator
IC, again controlled by the FPGA. Future developments need to implement
the discussed feedback loop for synchronization, a suitable frame offset detec-
tion, the possibility to configure the FPGA directly via the FX3 chip without
overwriting the stored configuration on the flash memory and utilize the in-
cluded burst-mode memory for key storage.

In summary this work presents a small (10.7 x 11.2 x 1.1 cm3), portable,
low power (8 W) electronics, capable of creating very short electrical pulses
(O(100 ps)) whilst modulating their intensities at a high repetition rate of
100 MHz, suitable for decoy state QKD.
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A. Electronics

In this chapter we describe practical electronic design rules and principles
needed to create high speed electronics. As we are working with short (≈
100 ps) pulses featuring rise times in the range of a few pico seconds, we need
to pay attention to details that normally wont be notable.
If we think about a digital electric circuit or chip, we often think of voltage
levels present on some pins. We pull them high or low with some additional
inputs and outputs (I/Os). Those I/Os are connected to the respective pin
via a wire or trace. For low speed, this model of just connecting and applying
different voltage levels suits well enough. But if we increase the frequency of the
signals, the AC characteristics of any building block becomes more and more
prominent. Every part introduces some parasitic inductance or capacitance,
which can and will change the working principle of any circuit.
Although Howard Johnson calls it “black magic” [61], we do understand the
basic principles, which are discussed in the following.

A.1. Transmission lines

t

w

h h

w s w
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Coaxial
Microstrip

Microstrip

Edge-Coupled
Stripline

a) b) c) d)

Figure A.1.: Different geometries of transmission lines. The conductor is
drawn in green, ground is blue and the dielectric is indicated
in gray.

If we want to transmit a high frequency signal without any distortions, we
need a proper model for an electric connection. At low frequencies a trace on
the printed circuit board PCB can be seen as an Ohmic resistor. But a trace
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always has a relatively high inductance L [61, p. 139], where the resulting
impedance is calculated via

XL = ωL (A.1)

with ω = 2πf . This quantity becomes big at high frequencies and inevitably
introduces a phase shift between voltage and current. Additionally, different
traces might have a so-called cross talk, i.e., they are coupled to each other
via induced magnetic fields. A sharp current spike on one line will generate a
magnetic field which in turn will induce a current in the other trace.
At such high frequencies we need to model our current as electromagnetic waves
which travel through a wave guide. Such wave guides are also called transmis-
sion lines, as they are also called for antennas. Some important geometries
of such lines are illustrated in Figure A.1. For our purposes, microstrips and
edge-coupled microstrips are the most important ones as we are working with
plane PCBs.
All transmission lines show a defined distance h between conductor and ground.
Using this geometry and the fact that we are dealing with high frequencies and
a low-loss line, we get following relations for w

h
≤ 1:

Z =

√
R + iωL
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≈
√
L

C
, (A.2)
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Here l is the length of the transmission line, c the speed of light, µ0, ǫ0 the mag-
netic and electric constants and ǫeff the effective permittivity of our dielectric.
As we are using FR4 (flame retardant 4) for our PCB the dielectric constants
of the material are given by ǫr = ǫFR4 = 4.3 ⇒ ǫeff ≈ 0.64ǫr + 0.36 = 3.11.
We have to match the impedance of our transmission line to the input and
output impedance of our source and sink, respectively. If we have a mismatch,
it is possible that our signal integrity is compromised due to reflections. To
reach the predefined impedance of Zsingle = 50 Ω as used by most chips, we
chose ws = 0.335 mm, h = 0.2 mm and t = 0.035 mm, with which we obtain
Zs = 50.02 Ω. Additionally we have to make sure that our transmission line is
properly terminated.
The impedance of an edge-coupled micro strip does not have a simple ap-
proximation and the calculation is rather involved. For calculating the proper
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trace width and distance we used the calculator of our PCB manufacturer
Multi Circuit Board. With the resulting parameters of wd = 0.205 mm and
sd = 0.15 mm we get a differential impedance of Zd = 100.08 Ω which matches
the standard Zdifferential = 100 Ω.

A.2. Differential signals

The last section explained how to reduce the cross talk of transmission lines
and how to avoid unwanted signal reflections. To further improve the signal
quality and its robustness against external disturbances, one may resort to
differential signaling. The basic working principle is illustrated in Figure A.2.
Consider a transmission line as in Figure A.1 c). We have two conductors,
on one we send our signal Ss(t) the other one carries an inverted copy of the
signal S̄s(t) = −Ss(t). If any disturbance D(t) happens along the line we
would receive Sr(t) = S(t) + D(t) and S̄r(t) = S̄(t) + D(t) at the receiver. If
the receiver now subtracts one signal from the other, we obtain

S(t) =
1

2

(
Sr(t) − S̄r(t)

)
=

1

2

(
Ss(t) +D(t) −

(
S̄s(t) +D(t)

))

=
1

2

(
Ss(t) + Ss(t)

)
= Ss(t),

(A.6)

the sent signal Ss(t), where the disturbances cancel out [66]. In addition
to that, differential signaling also reduces the electromagnetic disturbances
for other signals because a positive current spike in one line is countered by
a negative spike in the other line so the magnetic fields cancel each other.
Another advantage is that there is close to no return current through the
ground plane, so the ground reference becomes less important [66].
All those properties enable us to use a lower voltage for transmitting signals, as
we are more resistant against noise, which in turn allows for higher frequencies
and reduces power consumption.
One last advantage is the precise timing differential signaling can offer, as a
logical high (or low) does not depend on some threshold values or reference
voltages. As soon as the signal S(t) is greater than zero we consider a logical
high, whereas a signal below zero is considered as a logical low. This also
eliminates the need of fully charging and discharging the entire wire, which
can take a while depending on the conductor length [66], therefore slowing
down the communication.
The downsides of differential signaling are obviously the need of a second
conductor and the necessity of matching both wires in length. The reason for
the latter point is explained in more detail in the next section.
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Figure A.2.: Working principle of differential signaling. The upper subplot
shows us the signal we want to transmit in blue, a negated
copy of it in yellow. The second plot illustrates both signals
with a random noise added on top. The lower subplot shows
us the resulting signal after both signals are added properly.
See Equation A.6.
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A.3. Trace speed

Operating at high frequencies has a lot of hidden traps. One of them being
sensitive on wire lengths. The speed of a signal in a micro strip is given by [66]:

vmicro ≈ c√
ǫeff

. (A.7)

For our used material FR4 we get a value of vFR4 = 170 mm ns−1. If we
want to have a valid timing at the order of pico seconds we need to match
our conductors to 170 µm. Keep in mind that we have to deal with pulses
shorter than 200 ps, such that a broadening of only 10 ps correspond to a 5 %
longer pulse. For matching trace lengths a meander structure is used, where
additional trace is added via one or multiple bulges.
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This chapter provides an in depth discussion of the used electrical components
and their communication interfaces.

B.1. Control interfaces

This section will introduce the different interfaces used to control the device.
First we will present the FX3 chip and its two different roles, before we discuss
the FPGA and its configuration.

B.1.1. FX3

As we want to be able to communicate with our QKD device via USB, we
make use of a Cypress EZ-USB chip. USB specifies four different transfer
modes. Control transfers are intended for configuration and status operations,
Isochronous transfers for time-dependent information, Interrupt transfers are
used for infrequent time-dependent data and with Bulk transfers large amounts
of time-insensitive data gets transmitted.
Previous implementations used the EFM-01 board including an FX2LP chip,
featuring only USB2.0 and a 16-bit first in first out register (FIFO). If we want
to continuously exchange a key with 100 MHz repetition rate, we need a trans-
fer rate of at least 100 MHz · 4bit = 400Mbit/s, considering one bit to specify
the value, one for basis and the last two for the intensity level (signal, decoy,
vacuum). USB2.0 achieves a theoretical transmission speed of 480Mbit/s, but
in real world applications a FX2 device is only capable of 350Mbit/s.
Therefore a FX31 chip from Cypress is used, utilizing the USB3.0 protocol,
which features a theoretical transfer rate of up to 5Gbit/s. In real world
benchmarks Cypress states a transfer rate of 3.6Gbit/s which is more than
enough, even for faster clock speeds of up to 900 MHz.
Another reason for an USB-C interface is the enhanced power output of USB3.0
or USB-C hosts. While USB2.0 assures only a current of 500 mA at 5 V,
USB3.0 delivers a minimum of 900 mA. USB type C hosts must be able to

1 CYUSB3012-BZXC
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source 3 A where USB-PD (power delivery) extends this even more by supply-
ing additional voltages of up to 20 V and 5 A. The values stated above are
minimal requirements. Although most manufacturers of USB hosts allow for
a higher current, this is not assured.
As our device draws 1.6 A, a USB-C host is required for guaranteed function-
ality, for using it with older USB-2.0/3.0 hosts an external power supply can
be connected. Out of three USB3.0 hosts tested, all were able to power the
device with a voltage drop to 4.9 V.
The USB-C plug is symmetric and it is therefore possible to make it reversible,
i.e., not dependent on the plug orientation. For the single USB2.0 differential
data line, one connects the two positive and the two negative pins to each
other, but for the two USB3.0 differential data lines one has to include a 2:1
multiplexer1 (MUX), which selects the correct data lines depending on the
orientation of the connector. For detecting the orientation, the FX3 firmware
is programmed to try to connect via USB3.0. If this fails, it changes the state
of a general purpose input/output pin (GPIO) connected to the mux and tries
again.
The utilized FX3 chip serves two main roles, where one is used while running
an experiment, transmitting laser and pulse parameters as well as raw key
data and the other mode is used while programming the FPGA. In general
this can be achieved via an external programmer as well but updating the
configuration of the FPGA without the use of external cable or installing any
additional drivers and software is the preferred way.
Every time the FX3 gets plugged into a USB-host it enumerates itself with a
bootloader firmware, which takes care of receiving and booting into one of the
two modes mentioned above. It is possible to add a flash memory to load the
firmware from but as those firmwares are only around 120Kb the loading times
are short and it allows for a more versatile usage of the FX3. The hardware
implementation was done according the application note 70707 [67].

B.1.1.1. FIFO

The FX3 features a 32-bit FIFO which can be clocked at 100 MHz [68]. In
addition to the 32 data lines, there is a need for eleven control signals, see
Figure B.1. One of them is the chip select signal (SLCS) which needs to be
driven low if any communication with the FIFO is desired. The same is true
for the address line (A[1:0]) where the corresponding socket needs to be cho-
sen before any data exchange is started. When running at 100 MHz the FPGA
needs to clock PCLK 180° out of phase to its own clock because of tight timing
restrictions. The sender must have already prepared the data on the 32-bit

1 PI3USB302ZBE+DA
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SLCS

DQ[31:0]

PCLK

A[1:0]

SLWR

PKTEND

SLRD

SLOE

FLAGA

FLAGB

FLAGC

FLAGD

FPGA FX3

Read - controls

Write - controls

Figure B.1.: A schematic of the FIFO interface with all needed connections
between the FX3 and FPGA. SLCS stands for slave chip select,
the bar on top indicates an active low signal. WR stands for
write, RD for read, OE for output enable. The 2 bit address
line A[1:0] is used for addressing the correct FIFO if multiple
sockets are used.

bus at the time the receiver tries to read it, otherwise, some bits may be not
in a stable condition and are therefore transmitted wrongly.
All read or write cycles are realized via a finite state machine (FSM) which
consists of only a few states where different pins are driven high or low ac-
cording to the current state. Via transition rules the states change from one
to another depending on some flags. As for now the FIFO is solely used for
transmitting data from the FX3 to the FPGA, only the read part is described,
while the write part is done in a similar manner.
First, data gets transmitted from the USB-host to the FX3 which then drives
a flag high, indicating that the FIFO buffer is not empty (FLAGC). After
enough data is buffered such that some adjustable watermark (configured to
24 bytes) is reached a flag indicating partial filling (FLAGD) is raised. The
FPGA then pulls the lines SLRD and SLOE low, to enable the FX3 to drive
the data bus and to signal it is ready to read.
Now the FPGA reads a 32-bit data word in every clock cycle into its memory,
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while the FX3 prepares a new data word in between, due to the 180° phase
shift. The FPGA stays in this state as long as FLAGD is high.
If this signal gets pulled low, the FX3 indicates that the FIFO buffer is almost
empty and the FPGA deasserts SLRD and reads the remaining six data-words,
completing a full read cycle with deasserting SLOE. In this firmware we are
using the Bulk transfer method of the USB specification along with some ven-
dor commands via control transfers to get status information or resetting the
FX3 back to bootloader. Note that a minimum of 24 bytes have to be sent
such that FLAGD gets asserted and the FPGA begins to read out the FIFO.

B.1.1.2. SPI

The second operating mode of the FX3 is its serial peripheral interface (SPI)
programming mode where the FX3 obtains configuration data for the FPGA
from USB and programs the connected flash memory1 via SPI. To make sure
the memory is not being read by the FPGA while trying to program it, the FX3
drives the PROGRAMB pin of the FPGA low to keep the FPGA in a chip-
reset state. After the pin is driven high again, the FPGA tries to reconfigure
itself from the connected flash memory.
Here we are using control transfers to transmit the data, split into 4kB blocks
consisting of 16 pages of 256 byte each, to the FX3. As a flash write can only
switch a bit from 1 to 0, one needs to erase the flash memory beforehand,
setting every bit to a 1. Since our used flash has a density of 128Mbit, erasing
every 64KB sector at a time would take quite some time. This is why we
restrict ourselves to only erase sectors needed for the new configuration file.
The wires are routed for configuring the FPGA directly via the FX3 chip
without having the persistent configuration file stored on the flash overwritten,
although this function is not implemented yet. According to the manual [69],
the FX3 additionally must control the M1 pin and monitor the DONE and
INITB pins of the FPGA. We have to reset the FPGA via PROGRAMB and
set M1 to logic high, to set the FPGA to SPI slave mode. After driving
PROGRAMB high again, we then wait for INITB to be driven low by the
FPGA, signaling that the FPGA is ready to be programmed. Receiving this
signal we can then write the configuration file via SPI to the FPGA. The
DONE pin should be driven high by the FPGA if and only if the configuration
was a success.

1 MT25QL128ABB1ESE0AUT, for use with XILINX indirect programming
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B.1.2. FPGA

We decided to use an Xilinx Spartan6 FPGA1 instead of an Spartan3 as in-
cluded in the EFM-01 board. This allows the use of newer Xilinx core generator
Intellectual Properties (IP), which are preconfigured logic functions optimized
for Xilinx FPGAs.
The Clocking Wizard IP is used for generating the 180° phase shift used for
the PCLK signal of the FIFO, as well as for adjusting the overall phase shift
in respect to the input clock. This is necessary to send the control signals to
the switches at a suitable time such they are in a defined switch state when
the pulse is propagating through them. Another IP, called Block Memory, is
utilized for storing the key and can hold up to 64kB of data.
FPGAs are in general programmed in hardware description languages where,
as the name suggests, the logic of hardware chips is described. One declares
different input and output pins of the virtual chip (entity) and continues with
writing the logic leading to the desired behavior. If one is finished creating
the different required building blocks (chips), one connects the pins of different
entities via virtual cables or signals in the main program.
As there was already a FPGA configuration to begin with and the laserdriver
and delayline chips did not change, the entities for controlling those chips
namely delay_control and laser_control were only adjusted slighlty. The
changes for every other configuration part are listed in the following subsec-
tions.

B.1.2.1. USB control

As the FX3 FIFO differs significantly from the FX2LP a whole new commu-
nication needed to be written. The FIFO interface is controlled by a FSM,
which takes care of all the raw data transfers, described in section B.1.1.1. But
for sending delayline or laser parameter to the corresponding chips, we need
some sort of protocol and a few registers. The registers are objects consisting
of 32 data bits and one update bit. The seven registers used are called

• REG_CONTROL – only bit 0 is used for static decoy control right now.

• REG_DELAY – Bits 31-28 are used for the selection mask where every
bit corresponds to one delayline chip. Bits 20-10 are used for setting db

and 10-0 for da.

• REG_LASER – Bits 31-27 are used for the selection mask where every
bit corresponds to one laserdriver chip including the beacon. Bits 10-

1 XILINX_DEVICES_6SLX9TQG144
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8 are used for the to set laserdriver register address and 7-0 for the
corresponding value.

• REG_RAM_LENGTH – The whole register is used for storing the key
length in states1.

• REG_RAM_DATA – This register is used to store the data which needs
to be written to the internal RAM.

• REG_PLAYBACK – Bit 0 is used for the RAM_PLAYBACK, bit 1 for
the PLAYBACK_CONTINUOUS The organization of thisand bit 2 for
the PLAYBACK_START signal. Those signals control if and how the
content of the ram is played, either once or in a continuous loop.

• REG_CLOCK – Bits 31-23 control the target phase shift of the clock
where the bits represent a signed integer.

As the FPGA needs to know which data to put in which register, there is
a crude protocol utilized via another FSM. Whenever a communication is
started, the first 32 data bits received give some information about the follow-
ing data words. Bits 31-24 represent the register address to write into and bits
15-0 indicate how many data words are following.
This is required because, as stated earlier, we need to send at least six 32-bit
data words for the FIFO to function properly, but for most registers one data
word is enough. Sending the expected data length enables us to ignore any
spare words, or even start a new communication cycle after all expected words
are read in. In addition to that, while transmitting huge amounts of data via
USB2.0 the FPGA sometimes empties the buffer of the FX3, due to the fast
reading of 3.2Gbps. This leads to a deassertion of FLAGD and FLAGC which
stops the transmission. After the buffer is filled with key data again, a new
communication is started and the FPGA tries to read address and length but
there is no such header, as the remaining data of the previous message is still
to be transmitted.
This problem can be bypassed by checking if all expected data words are re-
ceived after a transmission is finished and if not skipping the header check
and continue with streaming data into the previous register until the expected
length is reached. If a register is written into, the update bit of the corre-
sponding register is set such that the other entities know they need to process
the data.

1 one state =̂ 4bits
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B.1.2.2. RAM control

The utilized Block Memory IP can be configured to a dual port RAM, which
has dedicated ports for reading and writing. Both ports have their own ad-
dress and the data width is adjustable and are configured for a 32-bit write
width and a 4-bit read width. This allows us to directly write the contents
of REG_RAM_DATA into the RAM and increase the write address by one
every time the update bit of the register is set high.
The block memory allows for simultaneous reading and writing where the write
instructions are executed first. While playing back the key stored in the RAM,
the address is incremented at every clock cycle and the four read bits are sent
to the playback_control entity which uses the first two bits for determining
which laser should be on and the last two for the corresponding intensity.

B.1.2.3. Clock control

As we want to be able to adjust the timing of the signals controlling the
decoy-switches and delay line enable pins, we need a method of manipulating
the phase shift of the internal FPGA clock. The Clocking Wizard IP provides
us with some pins to set a specific phase shift. However, the interface provided
needs some additional control circuit as it consists of a clock pin (PSCLK), a
phase shift enable pin (PSEN), a phase shift done pin (PSDONE) and the pin
for increasing (high) or decreasing (low) the phase shift (PSINCDEC).
The implementation of the Clocking Wizard IP called clock_manager is con-
trolled by the clock_control entity, which implements the protocol described
in the user guide of the clocking resources [70]. Again, a FSM is used for man-
aging all the different signals, where as soon as the REG_CLOCK register
has its update bit set the FSM jumps into the pre_reset state and the target
phase shift is read from the last 9 bits of the corresponding data word stored
in REG_CLOCK.
After the FX3 read cycle has finished the FSM shifts to the reset state where
the reset pin of the clock_manager is asserted and the variable monitor-
ing the current phase shift is cleared. To trigger the reset circuitry in the
clock_manager the reset signal must be asserted for a minimum of five clock
cycles, after fulfilling this requirement the FSM jumps into the pre_idle state
where it is waiting for the locked pin of the clock_manager becoming high,
signaling the reset was successful.
After this condition is true, the FSM is in the idle state where the PSINCDEC
is set high if target > current phase shift and low if target < current phase
shift, before shifting into the init state. In this state the PSEN pin is driven
high, starting a phase shift cycle of the clock_manager, after which the FSM
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transits into the shifting state. The FSM stays in this state until the PSDONE
pin is pulled high by the clock_manager, signaling a successful phase shift cy-
cle.
The signal keeping track of the current phase shift gets in- or decremented
according to PSINCDEC and the FSM shifts into the idle state again, where
another cycle starts until the current phase shift equals the targeted value.
Every phase shift step translates to a delay typically around (23 ± 10) ps (see

Figure B.2.: The measured phase shift plotted against the target phase shift.
The slope of a linear fit 25.1 ps/step matches the value in
the data sheet. Even with zero target phase shift a delay of
−3.93 ns is introduced by the FPGA, which needs to be ac-
counted for when finding the right timings later on.

Figure B.2) depending on temperature and manufacturing differences. Accord-
ing to the data sheet [70] 105 steps are assured to be available, which result in a
phase shift of around ±2.5 ns. But depending on the synthesis and utilization,
more steps can be available.
If this dynamical phase shift is in- or decremented to a limit value, the zeroth
bit of the STATUS register is set high until another operation shifts away from
it. This bit connected to the dedicated clock led of the mainboard to indicate
a clocking fault.
In addition to this fine tunable phase shift there is the possibility to output
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four different clock signals each shifted by 90◦ to the last one. The small dy-
namical phase shift is added on top of this coarse phase shift. It is also possible
to shift the pulse generation by 180◦ by switching the values of da and db as
mentioned in Figure C.4.

B.2. Timestamp unit

To record the clicks of the APD we need a fast and precise timestamp. This
unit is designed around a time-to-digital (TDC) converter chip1 from ScioSense
by Markus Rau, a former member of the group. The chip is paired with a
FX2LP chip2, enabling USB functionality and a Spartan-3A3 which manages
the data flow between TDC and FX2.
Altogether the device features eight channels, each with a typical resolution
of 81 ps. The possibility to use other modes with different resolution but only
two channels is given as well. Due to hardware design each of the eight SMA
connectors has a different trace length connecting to the TDC chip. In the
worst case there is a difference of δl = 26.6 mm and together with the ef-
fects discussed in section A.3 this length difference results in a time delay of
δt = δl

vFR4
= 156.6 ps, which need to be compensated for in later measurements.

The timestamp unit features an internal 40 MHz clock4, as well as an external
reference clock input. One can choose between those two clock sources sol-
dering a zero ohm jumper resistor onto the PCB. The usage of the reference
clock input is preferred if one needs to be insensitive to frequency drifts of any
external clocks.
The timestamps are saved by the dump-read program of the software frame-
work named tdc-apps, where the timestamps are stored in a text file, consisting
of two columns. The fist column holds the timestamp in pico-seconds and the
second one gives information about the channel at which the event happened.
The use of American standard code for information interchange (ASCII) char-
acters results in a human readable data file. Every ASCII character takes up
one byte of storage, where smaller timestamps, due to less digits need less
characters to be written.
If an experiment is running for more than a second, we need twelve characters
for the timestamp, one for the column spacer (in our case a space), one for the
channel and another one for the row spacer (new line). This results in fifteen
characters and therefore 15·8 = 120 bit of storage per timestamp written. This
method yields very large data files, typically around 1.3Gb and 75 million rows
for a one minute experiment, depending on the used laser intensities. To parse
such kind of files into any program one needs to read the file line by line and

1 TDC-GPX 2 CY7C68013A-56 3 XC3S50ATQ144 4 D75J-040.0M
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splitting every line into timestamp and channel data. Because such for loops
with file I/Os cannot be parallelized easily, the parsing of the experimental
data can take a long time, e.g., the used evaluation program took approxi-
mately 140 s to read in 75 million events.
To reduce the file size and simultaneously reducing the parsing time a new
data format is introduced. The timestamps are now saved in a binary file,
where every timestamp uses 64 bits, where the first 4 bits hold the channel
data and the remaining 60 bits store the timestamp itself. Those 60 bits can
store timestamps up to 260 ·10−12 s = 320.3 h, before an overflow occurs. Using
this method we are able to store 75 million events in about 600Mb of storage.
As we are reading those events as uint64 (unsigned integer 64 bit), we can
make use of highly optimized bit shift operations for splitting up channel and
timestamp data, resulting in a read time of 5.2 s for 75 million events.
With this new data format we are therefore able to effectively halve the storage
needed, while reducing the read time by 96.4%.
Another approach for reducing file sizes is only keeping track of the differences
to the last occurred event. But this would also lead to a increase in the read-
ing time and one needs to consider the numerical error introduced by adding
a huge amount of small numbers.
If the reference clock input cannot be used because Alice and Bob do not share
any additional channel capable of transmitting the clock signal without distor-
tion, both clocks must be synchronized by other means described in section 3.3.
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Figure C.1.: Poissonian distribution with µ = 0.5 in green. Probability dis-
tribution after a PNS attack in blue. The vertical lines mark
the mean photon numbers. With the PNS attack, Eve intro-
duces a channel loss of 78.7%. See Figure C.2 for more expla-
nation.
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Figure C.2.: Possonian distribution with ν = 0.15 in green. Probability
distribution after a PNS attack in blue. The vertical lines
mark the mean photon numbers. The resulting channel loss
is 92.8%. Figure C.1 shows a channel loss of 78.7% 6= 92.8%.
Because normal channel losses do not depend on the underly-
ing statistics, a PNS attack is highly probable and the attacker
is revealed.
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Figure C.3.: Board layout of Alice Testboard, which is only slightly modi-
fied to [59] as a new PCB manufacturer was used, supporting
different layer buildups. One can see the pin headers (J3, J4)
dedicated for the EFM-01 board and the connectors for the
driver lanes (CONN0-4). The power supply mainly consisting
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clock (Y1) with fanout (U2) is near CONN2 and CONN3. One
differential clock signal is routed through a clock buffer (U3)
for external use.
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Figure C.4.: Input clock in blue, delay line channel A in orange da = 300
∧
=

2 ns + 1.5 ns = 3.5 ns, negated channel B in green db = 400
∧
=

2 ns + 2 ns = 4 ns and the resulting pulse after the AND gate

in red da = 300
∧
= 3.5 ns, ∆ = 100

∧
= 0.5 ns. Note by switching

da and db the pulses are shifted by 5 ns thus introducing a 180°

phase shift.
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Figure C.6.: The schematic of a driver lane. The clock signal (upper left)
gets split and then individually delayed by the delay line chip
(U1L1), after which one of the signals is inverted (QA is con-
nected to B and QA to B) and then both signals are combined
by the fast and-gate (U2L1). The laser driver (U3L1) converts
the resulting short pulse (see Figure C.4) into a signal, suitable
for the VCSELs. The modulation output is connected to the
decoy switches (U4L1, U5L1), which determine whether the
pulse is attenuated by the Π-Pad (R6L1-R8L1) or transmitted
unhindered. Finally the modulation signal is mixed with bias
output of the laser driver using the Bias-T (L1L1, C16L1).
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Figure C.7.: Board layout of Alice Mainboard, where at the bottom right
the power supply, together with the external power jack (J1)
and a switch is located. At the lower left the USB-C receptacle
(J2) is mounted, the square above it, after the USB-C MUX
(U6), illustrates the FX3 chip (U3) and the 44 length matched
FIFO lines exit this chip at its top, connecting to the FPGA
almost centered on the board. Slightly below the center of the
board the clock buffer (U4) is located, distributing the signal
generated by the clock Y1 to the four driver lanes visible on
the right side on the board. Those Lanes connect to the optical
package on the upper end of the board. Here only the Top-
layer of the board, where most components are mounted, is
pictured, as the figure would get cluttered with all six utilized
layers visible.86



Figure C.8.: The phase Φ(ti) of the corresponding event happened at time ti

according to Equation 3.10 with ∆fFFT = −100 Hz according
to Figure 3.15. As most of our events belong to photons sent
by Alice (with an instantaneous constant frequency) we can
see accumulation along a line. The events between the lines
correspond to noise. A constant frequency difference will yield
a straight line with a constant slope, no frequency difference
would result in a horizontal line. Here, in this picture, we see
the phases of a non constant frequency shift, at times close nine
and twenty seconds, one can observe a reversal of the frequency
change. Figure 3.16 shows the phases between 4.25 s and 4.9 s
where the frequency looks almost constant.

state a t0 τG τe1
τe2

FWHM FWHMfit RSME
H 5.71 × 10−13 4.93 × 10−9 s 2.87 × 10−10 s 3.41 × 10−10 s 1.74 × 10−10 s 5.0 × 10−10 s 6.5 × 10−10 s 1.05 × 10−4

h 3.02 × 10−13 4.92 × 10−9 s 2.63 × 10−10 s 3.61 × 10−10 s 1.77 × 10−10 s 6.0 × 10−10 s 6.2 × 10−10 s 5.82 × 10−5

V 9.07 × 10−14 4.57 × 10−9 s 1.98 × 10−10 s 2.54 × 10−10 s 1.24 × 10−10 s 4.0 × 10−10 s 4.6 × 10−10 s 2.65 × 10−5

v 3.09 × 10−14 4.65 × 10−9 s 2.07 × 10−10 s 2.56 × 10−10 s 1.31 × 10−10 s 4.0 × 10−10 s 4.8 × 10−10 s 8.39 × 10−6

P 7.94 × 10−14 4.55 × 10−9 s 2.20 × 10−10 s 3.10 × 10−10 s 1.43 × 10−10 s 5.0 × 10−10 s 5.2 × 10−10 s 1.93 × 10−5

p 6.22 × 10−14 4.58 × 10−9 s 2.27 × 10−10 s 3.06 × 10−10 s 1.48 × 10−10 s 5.0 × 10−10 s 5.2 × 10−10 s 1.61 × 10−5

M 1.65 × 10−13 4.41 × 10−9 s 2.77 × 10−10 s 2.56 × 10−10 s 1.79 × 10−10 s 6.0 × 10−10 s 5.8 × 10−10 s 3.47 × 10−5

m 1.11 × 10−13 4.50 × 10−9 s 2.15 × 10−10 s 2.70 × 10−10 s 8.29 × 10−11 s 4.0 × 10−10 s 5.8 × 10−10 s 2.75 × 10−5

Table C.1.: Calculated parameters used for fitting Equation 4.2 at Fig-
ure 4.3. The FWHM from the raw data and the fit are listed,

as well as the RMSE =

√∑
t
(pfit (t)−pdata (t))2

N for estimating the

fit quality.
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C. Additional data

Figure C.9.: Pulse shapes of all different polarizations. The first plot as-
sumes a frequency of 100 MHz, the second is corrected by
−100 Hz via the FFT method and the last plot shows the pulses
after the correction using the linear fit, again, correcting the
frequency by −1.0205 Hz and for a phase of 0.1. The synchro-
nization algorithm was performed on the data of plus polarized
light, therefore this pulse is located at the beginning, as its
phase was compensated for.
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Figure C.10.: The bars mark the mean probability to detect the state men-
tioned in the title of the corresponding plot, provided the state
marked on the x axis was sent beforehand. A capital letter
indicates a signal state whereas a lower case corresponds to
a decoy state. Every column shows two error bars, the left
one corresponds to the expected standard deviation, if the
events follow a Poissonian distribution and the right one shows
the actual observed one. The black horizontal line marks the
mean detection probability for the corresponding state and
the green area represents the standard deviation of events,
disregarding the history. 89



C. Additional data

Figure C.11.: See Figure C.10 for explanation.

Figure C.12.: The bars mark the mean probability to detect the state men-
tioned in the title of the corresponding plot, provided the state
marked on the x axis is sent afterwards. For further explana-
tion see Figure C.10.

90



Figure C.13.: See Figure C.12 for explanation.
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