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We experimentally demonstrate a detection scheme suitable for state analysis of single optically

trapped atoms in less than 1 �s with an overall detection efficiency � exceeding 98%. The method is

based on hyperfine-state-selective photoionization and subsequent registration of the correlated photoion-

electron pairs by coincidence counting via two opposing channel electron multipliers. The scheme enables

the calibration of absolute detection efficiencies and might be a key ingredient for future quantum

information applications or precision spectroscopy of ultracold atoms.
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One crucial requirement for quantum computation,
quantum communication, and quantum metrology is the
highly efficient measurement of qubit states. For atomic
qubits, the most frequently used fluorescence method
allows measuring with a detection efficiency of almost
unity, however, at the cost of comparably long detection
times (>100 �s). In order to reduce the measurement
duration for such systems one can either increase the
numerical aperture of the collection optics [1] or, alterna-
tively, enhance fluorescence bymeans of optical cavities [2].

Yet, if one intends to apply these approaches for state
analysis of many atoms, e.g., for one-way quantum com-
putation in optical lattices [3], difficulties arise. Even with
fluorescence collection pushed to the limit [1] the detection
times can hardly be reduced below 10 �s per atom.
Alternatively, optical cavities allow detection times below
1 �s [4]. However, due to the typically small mode volume
and reduced optical access, scalability to a large number of
atoms may be challenging with current state of the art
technologies. Therefore, in order to obtain both scalability
and speed, a completely different approach is required.

In this Letter, we experimentally demonstrate how
hyperfine-state-selective photoionization and subsequent
detection of the generated photoion-electron pairs enable
fast and efficient state analysis. On the example of single
87Rb atoms, we reach a readout fidelity of F ¼ 99:2%, an
overall detection time below 1 �s, and an overall detection
efficiency � exceeding 98%.

In a first experiment, efficiency, speed, and hyperfine-
state selectivity of the photoionization procedure are
studied [5]. For this purpose, a single 87Rb atom is loaded
into a far off resonance optical dipole trap in an UHV glass
cell setup, similar to [6] [Fig. 1(a)]. State selectivity is
achieved by a two-step, two-color photoionization scheme
using the 5 2P3=2, F

0 ¼ 3 level as resonant, intermediate

state [Fig. 1(b), �12 ¼ 780 nm, �2i ¼ 473 nm]. For that
purpose two perpendicular, focused laser beams (w12 ¼
54 �m, P12 ¼ 6 �W; w2i ¼ 1:13 �m, P2i ¼ 32:8 mW)
are overlapped with the optical dipole trap into one com-
mon focus [Fig. 1(a)]. The polarizations of both laser fields

are linear and parallel to the y axis. During measurements
no electric field is applied and only small magnetic fields
(< 50 mG) are present.
To evaluate the photoionization process, we investigate

the ionization probability of the trapped atom for different
excitation pulse lengths (Fig. 2). By optical pumping, the
atom is initially prepared either in the 5 2S1=2, F ¼ 1 or

F ¼ 2 hyperfine ground state, respectively [Fig. 1(b)].
Then, pulses of the excitation and ionization light are
simultaneously applied. While the ionization pulse length
is fixed to 2:12 �s for all measurements, the excitation

FIG. 1 (color online). (a) Setup for single-atom ionization:
Single atoms are trapped in an optical dipole trap, prepared
into selected hyperfine states and subsequently ionized.
(b) Photoionization level scheme: Single ion-e� pairs are gen-
erated by hyperfine-state-selective, resonant two-step, two-color
photoionization. (c) Joint channel electron multiplier (CEM)
detector: two opposing CEMs and compensation electrodes
against stray fields are built into a glass cell identical to (a).
(d) Detector geometry in section view (laser beam waist not to
scale).
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pulse length tp is varied between 36 ns and 2:0 �s (Fig. 2,

inset). The excitation pulse operates at a multiple of the
saturation intensity of the cycling transition, yielding the
5 2P3=2 state population approaching one-half after a few

lifetimes of the excited state (�exc ¼ 26:2 ns).
Figure 2 shows the ionization probability after applica-

tion of a single excitation-ionization sequence. As the
ionization process removes the atom out of the trap, the
ionization probability is derived from atom loss, analyzed
by subsequent fluorescence detection. For atoms initially
prepared in F ¼ 2, the dynamics of the resonant two-step,
two-color photoionization is described by a rate equation
model [7], valid for tp longer than the lifetime of the

intermediate 5 2P3=2 level. The ionization probability is

pion;F¼2ðtpÞ ¼ p1ð1� exp½��ee�2i�2itp�Þ; (1)

with p1 being the probability to ionize the atom for
tp ! 1, �ee � 1

2 the steady-state population of the

5 2P3=2 level, �2i the ionization cross section [8], and �2i

the photonic flux of the ionizing laser. For the evaluation
of pion;F¼2, the parameters �ee, �2i and �2i are combined

into a characteristic 1
e -ionization time � ¼ ð�ee�2i�2iÞ�1.

To determine �, a least-square fit according to (1) is applied
for pulse lengths tp up to 475 ns (red line, Fig. 2). With

p1 ¼ 0:993� 0:001 deduced by averaging the measured
ionization probabilities for tp > 475 ns, we obtain � ¼
64:4� 2:8 ns. Thus, after an ionization time tion � 6� ¼
386 ns (F ¼ 2, Fig. 2), an ionization probability of
pion;F¼2ðtionÞ ¼ 0:9905� 0:0010 is achieved. Other loss

mechanisms, as, e.g., possible single-color, multiple-
photon ionization processes or heating are considered.
For that purpose each of the beams is switched on sepa-
rately, showing negligible ionization probabilities. In order
to demonstrate the hyperfine-state selectivity of the ioniza-
tion scheme, we compare this result with measurements for
the atom initially prepared in the 5 2S1=2, F ¼ 1 state.

Here, we observe a probability pion;F¼1 of 0:0068�
0:0001 for all excitation pulse lengths tp (F ¼ 1, Fig. 2).

From these measurements, a readout fidelity F ¼
1
2 ½pion;F¼2 þ ð1� pion;F¼1Þ�, defined as the average proba-

bility to correctly identify the hyperfine state, can be
deduced, resulting in a value of F ðtionÞ ¼ 99:19� 0:05%
[9]. Note, this value also includes preparation errors, atom
loss out of the trap, and errors of the fluorescence detection
and since the observed pion;F¼1 is indistinguishable from

measurements without any ionizing light the actual readout
fidelity of the ionization process is even closer to unity.
In a second experiment, the efficiency and time required

for detecting the generated photoion-electron pairs, as well
as the sensitive volume of the detection system are inves-
tigated. To detect both ionization fragments, this system
consists of two channel electron multipliers (CEMs, [10])
whose cone entrances are separated by d ¼ 15:7 mm. To
protect the CEM cones against stray light and to tailor the
electric fields inside the cones, the entrances are covered
by copper plates with an open aperture of 2 mm. Additional
electrodes next to the CEMs compensate for electric stray
fields [Fig. 1(c)]. This system is mounted in a separate
UHV glass cell setup, where in between both detectors at
z ¼ d=2, 87Rb atoms from the thermal background vapor
are photoionized within the overlap of two mutually per-
pendicular laser beams. The overlap region can be moved
in all three dimensions in order to investigate the spatial
dependence of the detection efficiency (the sensitive vol-
ume). Uniform ionization conditions over the scan region
are provided by only weakly focusing the beams (w12 ¼
26 �m, P12 ¼ 155 �W; w2i ¼ 43 �m, P2i ¼ 164 mW).
To separate the oppositely charged photoionization frag-
ments into their corresponding CEM, the CEMs are held at
different electric potentials defining the total acceleration
voltage Uacc [Fig. 1(d)] which in turn determines the
kinetic energy Ekin of the fragments at the cone entrance
[11]. The particular arrangement of the CEMs and the
compensation electrodes ensures that no additional elec-
tron or ion optics is required, thus, allowing a large solid
angle for optical access.
In order to determine the duration tdet of the detection

process, the time from the ionization event to the detection
of the macroscopic pulses at the anodes of the CEMs is
investigated [12]. It is composed of the respective flight
times (te, ti) of the two ionization fragments until the pri-
mary particle hit in the corresponding detector [Fig. 1(d)]
and the transit time of the electron avalanche inside the
CEM channels. In the experiment only the time-of-flight
difference �t ¼ ti � te is accessible [Fig. 3(a)]. It is de-
duced from a Gaussian fit of the detection time differences
[Fig. 3(a), inset]. The temporal spread of the correlation
peak [indicated by the error bars in Fig. 3(a)] remains
narrow for a wide range of acceleration voltages (1.6–
3.8 kV) with FWHM � 8:5 ns. The measured time-of-
flight differences can be modeled assuming acceleration
of the ion or electron in a homogeneous field Eacc up to the
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FIG. 2 (color online). Hyperfine-state-selective, single-atom
ionization probability for different laser pulse lengths. Atoms in
the trap are initially prepared either in the 5 2S1=2 F ¼ 2 (h) or the

F ¼ 1 (�) hyperfine state, respectively. Only atoms in F ¼ 2
driven by both laser fields (�12, �2i) are ionized. Inset: Scheme
showing the timing of the excitation and ionization pulses.
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CEM entrance and further deceleration (acceleration)
within the respective CEM. The model holds for Uacc

above 1.6 kV [red line, Fig. 3(a)], below this value the
actual field configurations between and inside the CEMs
have to be taken into account in more detail. At Uacc ¼
3:8 kV, we observe a time-of-flight difference of �t ¼
388:81� 0:01 ns. According to the model we obtain a
photoelectron flight time of te ¼ 0:95 ns for this accelera-
tion voltage, which together with the CEM transit time of
26 ns [10] sums up to a detection time of tdet ¼ �tþ te þ
ttransit ¼ 415:8 ns.

For many applications the crucial parameter is a high
detection efficiency [13,14], i.e., in our case the total
efficiency of collecting the respective fragment into the
CEM and converting it into an observable electron ava-
lanche. In order to optimize the efficiency for our detection
system, the positions of the primary particle hit inside the
CEMs are designed to be under grazing incidence at the
channel walls [Fig. 1(d)] and not in the CEM cones
[15,16]. Absolute detection efficiencies can be determined
by coincident detection of the oppositely charged ioniza-
tion fragments with two particle detectors [17]. Such a
calibration is in perfect conceptual correspondence to
4��	-coincidence counting [18] or absolute photodetec-
tor calibration via photon pairs [19]. Accordingly, the CEM
ion and e�-detection efficiencies �i, �e are given by

�i ¼ Nc

N0
e

; �e ¼ Nc

N0
i

; (2)

where N0
i ¼ Ni � Nbi and N0

e ¼ Ne � Nbe are the back-
ground corrected ion and e� single counts and Nc is the
number of coincidences. The latter is obtained from the
detection time difference histograms [Fig. 3(a), inset] with
a coincidence time window starting 20 ns before the cor-
relation peak and ending 80 ns after it. This choice results
from the presence of a few late ion detections. Accidental
coincidences can be neglected, as the fraction of accidental
to true coincidences is smaller than 10�4. The background
events Nbi, Nbe are measured with the excitation laser
turned off, leaving only the ionization laser switched on.
Figure 3(b) shows the absolute detection efficiencies for
ions and electrons for different acceleration voltages Uacc.
For values up to 3.8 kV, the ion detection efficiency �i

increases in qualitative agreement with previous studies for
different ion species [16,20]. In contrast to this, the mea-
sured electron detection efficiency �e remains almost
constant. At Uacc ¼ 3:8 kV, for a measurement time of
60 s we observe Ni ¼ 53 762, Nbi ¼ 2235, Ne ¼ 196 547,
Nbe ¼ 147 845 and Nc ¼ 45 099 (including ion and elec-
tron dark counts Ndi � 2100 and Nde � 15 000, respec-
tively), resulting in an absolute CEM detection efficiency
of �i ¼ 0:926� 0:010 and �e ¼ 0:875� 0:002 [21].
From these efficiencies, a total efficiency for the detection
of a photoionized neutral atom can be determined. As it is
sufficient to detect the photoion or the photoelectron, the
total detection efficiency �det is

�det ¼ 1� ð1� �iÞð1� �eÞ ¼ �e þ �i � �i�e: (3)

Using the above values at 3.8 kV, a total detection effi-
ciency of �det ¼ 0:991� 0:002 is derived.
Finally, we analyze the spatial dependence of the detec-

tion efficiency, i.e., the sensitive volume of the detection
system. Figure 4(a) shows the spatial distribution of the
efficiency determined by a 2D scan in the x-y plane at d=2
in between both CEMs. Here, for both detectors, a roughly
circular distribution is observed. A scan along the x direc-
tion through the center of the area is depicted in Fig. 4(b)
for different CEM gain voltages at Uacc ¼ 3:8 kV.
Uniform efficiencies over the full area [see e� CEM,
Fig. 4(b)] are achieved for high gain voltages [22], similar
to previous experiments with electron and ion beams [16].
From these measurements we obtain a sensitive area with
a diameter of d	 ¼ 0:84 mm where �det exceeds 98.8%.
Corresponding measurements at different z positions dis-
play a similar spatial behavior, indicating that the sensitive
volume has a longitudinal extension of at least 5 mm.
By moving the ionization region closer to the ion CEM
and adapting Uacc, even shorter ion flight times can be
achieved, retaining high detection efficiencies.
Combining all measurement results, an overall effi-

ciency � ¼ pion;F¼2�det for state-selective detection of a

single, neutral atom stored in an optical dipole trap and its
corresponding detection time ttot ¼ tion þ tdet can be esti-
mated. At an acceleration voltage of Uacc ¼ 3:8 kV, an

FIG. 3 (color online). (a) Time-of-flight difference �t of
generated 87Rb ions to their corresponding photoelectrons for
different acceleration voltages Uacc. Inset: Sample histogram of
time differences between 87Rb-ion and electron detections for
Uacc ¼ 3:8 kV. (b) Absolute detection efficiency for 87Rb-ions
(h, black), electrons (�, red) for different acceleration voltages
and the calculated, total detection efficiency (4, blue). Inset:
Zoom for acceleration voltages from 3.2 to 3.8 kV.
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overall detection efficiency of � ¼ 0:982� 0:002 with an
overall detection time ttot ¼ 802� 17 ns is determined.

In this Letter, we have shown a highly efficient, state
selective, and fast ionization detection system for optically
trapped neutral atoms which allows deterministic state
analysis at the single-atom level. Though the detection
process removes the analyzed atom from the trap, the
system has a number of possible applications, for example,
combined with single-atom traps it allows us to determine
partial and total photoionization cross sections free from
ensemble averages [8] or together with coherent stimulated
Raman adiabatic passage techniques the state analysis of
Zeeman qubits [13]. Contrary to other approaches for
single-atom state analysis, the geometry of the detection
system provides a comparably large sensitive volume and
high optical access. In the future it might thus be applied,
e.g., for imaging [23] and site-specific readout of atoms in
optical lattices where pulsed, scanning excitation schemes
operating at high powers can enable readout times below
100 ns per atom. Furthermore, it could also be used for
in situ, real-time probing of ultracold ensembles with sub-
Poissonian accuracy [14] or as detector for a loophole-free
test of Bell’s inequality with a pair of trapped atoms at
remote locations [13].
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FIG. 4 (color online). (a) 2D scans of the sensitive areas at a
gain voltage of 2.8 kV for the e� CEM (top) and ion CEM
(bottom) for an acceleration voltage of 3.8 kV. Dashed lines
indicate respective line scans in (b). (b) Line scans through the
center at y ¼ �0:4 mm. Electron detection efficiencies (top) at
different gain voltages (
 ¼ 2:4 kV (brown); v ¼ 2:5 kV
(green); ? ¼ 2:6 kV (blue); 5 ¼ 2:8 kV (red); 4 ¼ 3:2 kV
(black)). 87Rb-ion detection efficiency (bottom) for a gain
voltage of 2.7 kV (h). The acceleration voltage is the same as
in (a).
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